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To our wives Lynore and Kerstin

## Preface to the Second Edition

In this book we lead the student to an understanding of elementary linear algebra by emphasizing the geometric significance of the subject.

Our experience in teaching undergraduates over the years has convinced us that students learn the new ideas of linear algebra best when these ideas are grounded in the familiar geometry of two and three dimensions. Many important notions of linear algebra already occur in these dimensions in a non-trivial way, and a student with a confident grasp of the ideas will encounter little difficulty in extending them to higher dimensions and to more abstract algebraic systems. Moreover, we feel that this geometric approach provides a solid basis for the linear algebra needed in engineering, physics, biology, and chemistry, as well as in economics and statistics.

The great advantage of beginning with a thorough study of the linear algebra of the plane is that students are introduced quickly to the most important new concepts while they are still on the familiar ground of two-dimensional geometry. In short order, the student sees and uses the notions of dot product, linear transformations, determinants, eigenvalues, and quadratic forms. This is done in Chapters 2.0-2.7.

Then, the very same outline is used in Chapters $3.0-3.7$ to present the linear algebra of three-dimensional space, so that the former ideas are reinforced while new concepts are being introduced.

In Chapters 4.0-4.2, we deal with geometry in $\mathbb{R}^{n}$ for $n \geq 4$. We introduce linear transformations and matrices in $\mathbb{R}^{4}$, and we point out that the step from $\mathbb{R}^{4}$ to $\mathbb{R}^{n}$ with $n>4$ is now almost immediate. In Chapters 4.3 and 4.4, we treat systems of linear equations in $n$ variables.

In the present edition, we have added Chapter 5 on vector spaces, Chapter 6 on inner products on a vector space, and Chapter 7 on
symmetric $n \times n$ matrices and quadratic forms in $n$ variables. Finally, in Chapter 8 we deal with three applications:
(1) differential systems, that is, systems of linear first-order differential equations;
(2) least-squares method in data analysis; and
(3) curvature of surfaces in $\mathbb{R}^{3}$, which are given as graphs of functions of two variables.

Except for Chapter 8, the student need only know basic high-school algebra and geometry and introductory trigonometry in order to read this book. In fact, we believe that high-school seniors who are interested in mathematics could read much of this book on their own. To read Chapter 8 , students should have a knowledge of elementary calculus.
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We would like to thank the many students in our classes, whose interest and suggestions have helped in the development of this book. We particularly thank Curtis Hendrickson and Davide Cervone, who produced the computer-generated illustrations in this new edition. Our special thanks go to Dale Cavanaugh, Natalie Johnson, and Carol Oliveira of the Brown University Mathematics Department for their assistance.

## Contents

Preface to the Second Edition ..... vii
Acknowledgments ..... ix
1.0 Vectors in the Line ..... 1
2.0 The Geometry of Vectors in the Plane ..... 3
2.1 Transformations of the Plane ..... 23
2.2 Linear Transformations and Matrices ..... 29
2.3 Sums and Products of Linear Transformations ..... 39
2.4 Inverses and Systems of Equations ..... 50
2.5 Determinants ..... 61
2.6 Eigenvalues ..... 75
2.7 Classification of Conic Sections ..... 85
3.0 Vector Geometry in 3-Space ..... 98
3.1 Transformations of 3-Space ..... 113
3.2 Linear Transformations and Matrices ..... 117
3.3 Sums and Products of Linear Transformations ..... 122
3.4 Inverses and Systems of Equations ..... 133
3.5 Determinants ..... 151
3.6 Eigenvalues ..... 163
3.7 Symmetric Matrices ..... 178
3.8 Classification of Quadric Surfaces ..... 190
4.0 Vector Geometry in $n$-Space, $n \geq 4$ ..... 197
4.1 Transformations of $n$-Space, $n \geq 4$ ..... 205
4.2 Linear Transformations and Matrices ..... 213
4.3 Homogeneous Systems of Equations in $n$-Space ..... 218
4.4 Inhomogeneous Systems of Equations in $n$-Space ..... 226
5.0 Vector Spaces ..... 235
5.1 Bases and Dimensions ..... 238
5.2 Existence and Uniqueness of Solutions ..... 245
5.3 The Matrix Relative to a Given Basis ..... 247
6.0 Vector Spaces with an Inner Product ..... 253
6.1 Orthonormal Bases ..... 255
6.2 Orthogonal Decomposition of a Vector Space ..... 260
7.0 Symmetric Matrices in $n$ Dimensions ..... 263
7.1 Quadratic Forms in $n$ Variables ..... 269
8.0 Differential Systems ..... 274
8.1 Least Squares Approximation ..... 291
8.2 Curvature of Function Graphs ..... 296
Index ..... 303

## CHAPTER 1.0

## Vectors in the Line

Analytic geometry begins with the line. Every point on the line has a real number as its coordinate and every real number is the coordinate of exactly one point. A vector in the line is a directed line segment from the origin to a point with coordinate $x$. We denote this vector by a single capital letter $\mathbf{X}$. The collection of all vectors in the line is denoted by $\mathbb{R}^{1}$.

We add two vectors by adding their coordinates, so if $\mathbf{U}$ has coordinate $u$, then $\mathbf{X}+\mathbf{U}$ has coordinate $x+u$. To multiply a vector $\mathbf{X}$ by a real number $r$, we multiply the coordinate by $r$, so the coordinate of $r \mathbf{X}$ is $r x$. The vector with coordinate zero is denoted by $\mathbf{0}$. (See Fig. 1.1.)
The familiar properties of real numbers then lead to corresponding properties for vectors in 1 -space. For any vectors $\mathbf{X}, \mathbf{U}, \mathbf{W}$ and any real numbers $r$ and $s$ we have:

```
\(\mathbf{X}+\mathbf{U}=\mathbf{U}+\mathbf{X}\).
\((\mathbf{X}+\mathbf{U})+\mathbf{W}=\mathbf{X}+(\mathbf{U}+\mathbf{W})\).
For all \(\mathbf{X}, \mathbf{0}+\mathbf{X}=\mathbf{X}=\mathbf{X}+\mathbf{0}\).
For any \(\mathbf{X}\), there is a vector \(-\mathbf{X}\) such that \(\mathbf{X}+(-\mathbf{X})=\mathbf{0}\).
\(r(\mathbf{X}+\mathbf{U})=r \mathbf{X}+r \mathbf{U}\)
\((r+s) \mathbf{X}=r \mathbf{X}+s \mathbf{X}\)
\(r(s \mathbf{X})=(r s) \mathbf{X}\)
\(1 \mathbf{X}=\mathbf{X}\)
```

We can define the length of a vector $\mathbf{X}$ with coordinate $x$ as the absolute value of $x$, i.e., the distance from the point labelled $x$ to the origin. We denote this length by $|\mathbf{X}|$ and we may write $|\mathbf{X}|=\sqrt{x^{2}}$. (We always understand this symbol to stand for the non-negative square root.) Then $\mathbf{0}$ is the


Figure 1.1
unique vector of the length 0 and there are just two vectors with length 1 , with coordinates 1 and -1 .

## CHAPTER 2.0

## The Geometry of Vectors in the Plane

Many of the familiar theorems of plane geometry appear in a new light when we rephrase them in the language of vectors. This is particularly true for theorems which are usually expressed in the language of analytic or coordinate geometry, because vector notation enables us to use a single symbol to refer to a pair of numbers which gives the coordinates of a point. Not only does this give us convenient notations for expressing important results, but it also allows us to concentrate on algebraic properties of vectors, and these enable us to apply the techniques used in plane geometry to study problems in space, in higher dimensions, and also in situations from calculus and differential equations which at first have little resemblance to plane geometry. Thus, we begin our study of linear algebra with the study of the geometry of vectors in the plane.

## §1. The Algebra of Vectors

In vector geometry we define a vector in the plane as a pair of numbers $\binom{x}{y}$ written in column form, with the first coordinate $x$ written above the second coordinate $y$. We designate this vector by a single capital letter $\mathbf{X}$, i.e., we write $\mathbf{X}=\binom{x}{y}$. We can picture the vector $\mathbf{X}$ as an arrow, or directed line segment, starting at the origin in the coordinate plane and ending at the point with coordinates $x$ and $y$. We illustrate the vectors $\mathbf{A}=\binom{3}{1}$, $\mathbf{B}=\binom{1}{2}, \mathbf{C}=\binom{4}{3}$, and $\mathbf{D}=\binom{2}{4}$ in Figure 2.1.


Figure 2.1

We add two vectors by adding their components, so if $\mathbf{X}=\binom{x}{y}$ and $\mathbf{U}=\binom{u}{v}$, we have

$$
\begin{equation*}
\mathbf{X}+\mathbf{U}=\binom{x+u}{y+v} \tag{1}
\end{equation*}
$$

Thus, in the above diagram, we have $\mathbf{A}+\mathbf{B}=\mathbf{C}$, since

$$
\mathbf{A}+\mathbf{B}=\binom{3}{1}+\binom{1}{2}=\binom{3+1}{1+2}=\binom{4}{3}=\mathbf{C} .
$$

We multiply a vector $\mathbf{X}$ by a number $r$ by multiplying each coordinate of $\mathbf{X}$ by $r$, i.e.,

$$
\begin{equation*}
r \mathbf{X}=r\binom{x}{y}=\binom{r x}{r y} . \tag{2}
\end{equation*}
$$

In Fig. 2.1, $\mathbf{D}=\binom{2}{4}=2\binom{1}{2}=2 B$, and we also have $B=\frac{i}{2} \mathbf{D}$.
Multiplying by a number $r$ scales the vector $\mathbf{X}$ giving a longer vector $r \mathbf{X}$ if $r>1$ and a shorter vector $r \mathbf{X}$ if $0<r<1$. Such multiplication of a vector by a number is called scalar multiplication, and the number $r$ is called a scalar. If $r=1$, then the result is the vector itself, so $1 \mathbf{X}=\mathbf{X}$. If $r=0$, then multiplication of any vector by $r=0$ yields the zero vector $\binom{0}{0}$, denoted by $\mathbf{0}=\binom{0}{0}$. If $\mathbf{X}$ is not the zero vector, then the scalar multiples of $\mathbf{X}$ all lie on a line through the origin and the point at the endpoint of the arrow representing $\mathbf{X}$. We call this line the line along $\mathbf{X}$. If $r>0$, we get the points on the ray from $\binom{0}{0}$ through $\binom{x}{y}$, while if $r<0$, we get the points on the opposite ray. In particular, if $r=-1$, we get the vector $(-1) \mathbf{X}=$ $(-1)\binom{x}{y}=\binom{-x}{-y}$ which has the same length as $\mathbf{X}$ but the opposite


Figure 2.2
direction. We denote this vector by $-\mathbf{X}=\binom{-x}{-y}$ and we note that

$$
\begin{equation*}
\mathbf{X}+(-\mathbf{X})=\binom{x}{y}+\binom{-x}{-y}=\binom{x+(-x)}{y+(-y)}=\binom{0}{0}=\mathbf{0} \tag{3}
\end{equation*}
$$

We say that the vector $-\mathbf{X}$ is the negative of $\mathbf{X}$ or the additive inverse of $\mathbf{X}$.
In Figure 2.2, we indicate some scalar multiples of the vectors $\mathbf{A}=\binom{3}{1}$ and $B=\binom{1}{2}$.

Two particularly important vectors are $\mathbf{E}_{1}=\binom{1}{0}$ and $\mathbf{E}_{2}=\binom{0}{1}$, which we call the basis vectors of the plane. The collection of all scalar multiples $r \mathbf{E}_{1}=r\binom{1}{0}=\binom{r}{0}$ of $\mathbf{E}_{1}$ then gives the first coordinate axis, and the second coordinate axis is given similarly by $s \mathbf{E}_{2}=s\binom{0}{1}=\binom{0}{s}$. Since $\mathbf{X}=\binom{x}{y}$ $=\binom{x}{0}+\binom{0}{y}=x\binom{1}{0}+y\binom{0}{1}=x \mathbf{E}_{1}+y \mathbf{E}_{2}$, we may express any vector $\mathbf{X}$ uniquely as a sum of one vector from the first coordinate axis and one vector from the second coordinate axis. Thus,

$$
\mathbf{A}=\binom{3}{1}=\binom{3}{0}+\binom{0}{1}=3\binom{1}{0}+1\binom{0}{1}=3 \mathbf{E}_{1}+\mathbf{E}_{2},
$$

and, similarly, $D=\binom{2}{4}=2 \mathrm{E}_{\mathrm{i}}+4 \mathrm{E}_{2}$.


Figure 2.3
Writing a vector in this way expresses the point $\binom{x}{y}$ as the fourth vertex of a rectangle whose other three coordinates are $\binom{x}{0},\binom{0}{0}$, and $\binom{0}{y}$. (See Fig. 2.3.)

More generally, we may obtain a geometric interpretation of vector addition as follows. If we start with the triangle with vertices $\binom{0}{0},\binom{x}{0},\binom{x}{y}$


Figure 2.4
and move it parallel to itself so that its first vertex lies on $\binom{u}{v}$, then the other two vertices lie on $\binom{u+x}{v}$ and $\binom{u+x}{v+y}$, respectively. (See Fig. 2.4.) Thus, the sum of the vectors $\mathbf{X}=\binom{x}{y}$ and $\mathbf{U}=\binom{u}{v}$ can be obtained by translating the directed segment from $\mathbf{0}$ to $\mathbf{X}$ parallel to itself until its beginning point lies at $\mathbf{U}$. The new endpoint will represent $\mathbf{U}+\mathbf{X}$, and this will be the fourth coordinate of a parallelogram with $\mathbf{U}, \mathbf{0}$, and $\mathbf{X}$ as the other three vertices.

In our diagrams we have pictured addition of a vector $\mathbf{X}$ with positive coordinates, but a similar argument shows that the parallelogram interpretation is still valid if one or both coordinates are negative or zero.

By referring either to the coordinate description or the geometric description, we can establish the following algebraic properties of vector addition and scalar multiplication which are analogous to familiar facts about arithmetic of numbers:
(4) $\mathbf{X}+\mathbf{U}=\mathbf{U}+\mathbf{X}$.
(5) $(\mathbf{X}+\mathbf{U})+\mathbf{A}=\mathbf{X}+(\mathbf{U}+\mathbf{A})$.
(6) There is a vector 0 such that $\mathbf{X}+\mathbf{0}=\mathbf{X}=\mathbf{0}+\mathbf{X}$ for all $\mathbf{X}$.
(7) For any $\mathbf{X}$ there is a vector $-\mathbf{X}$ such that $\mathbf{X}+(-\mathbf{X})=\mathbf{0}$
(8) $r(\mathbf{X}+\mathbf{U})=r \mathbf{X}+r \mathbf{U}$.
(9) $(r+s)(\mathbf{X})=r \mathbf{X}+s \mathbf{X}$.
(10) $r(s \mathbf{X})=(r s) \mathbf{X}$.
(11) $1 \cdot \mathbf{X}=\mathbf{X}$ for each $\mathbf{X}$.

Commutative law for vectors Associative law for vectors

Additive identity
Additive inverse
Distributive law for vectors
Distributive law for scalars
Associative law for scalars

Note that it is possible for the parallelogram to collapse to a doubly covered line segment if we add two multiples of the same vector. In Fig. 2.5, we show the parallelograms for $\mathbf{B}+\mathbf{B}, \mathbf{A}+\mathbf{B}$, and $\mathbf{A}+(-\mathbf{A})$.

We can use the negative of a vector to help define the notion of difference $\mathbf{U}-\mathbf{X}$ of the vectors $\mathbf{X}$ and $\mathbf{U}$. (See Fig. 2.6.) We define

$$
\mathbf{U}-\mathbf{X}=\mathbf{U}+(-\mathbf{X})
$$

so, in coordinates,

$$
\binom{u}{v}-\binom{x}{y}=\mathbf{U}-\mathbf{X}=\mathbf{U}+(-\mathbf{X})=\binom{u}{v}+\binom{-x}{-y}=\binom{u-x}{v-y} .
$$

Since $(\mathbf{U}-\mathbf{X})+\mathbf{X}=\mathbf{U}+((-\mathbf{X})+\mathbf{X})=\mathbf{U}+\mathbf{0}=\mathbf{U}$, we see that $\mathbf{U}-\mathbf{X}$ is the vector we add to $\mathbf{X}$ to get $\mathbf{U}$. Thus, if we move $\mathbf{U}-\mathbf{X}$ parallel to itself until its beginning point lies on $\mathbf{X}$, we get the directed line segment from $\mathbf{X}$ to $\mathbf{U}$. Thus,

$$
\mathbf{A}-\mathbf{B}=\binom{3}{1}-\binom{1}{2}=\binom{2}{-1} \quad \text { and } \quad \mathbf{B}-\mathbf{A}=\binom{1}{2}-\binom{3}{1}=\binom{-2}{1}
$$



Figure 2.5
A pair of vectors $\mathbf{A}, \mathbf{B}$ is said to be linearly dependent if one of them is a multiple of the other. If $\mathbf{A}=\mathbf{0}$, then the pair $\mathbf{A}, \mathbf{B}$ is linearly dependent, since $\mathbf{0}=0 \cdot \mathbf{B}$ no matter what $\mathbf{B}$ is. If $\mathbf{A} \neq \mathbf{0}$ and the pair $\mathbf{A}, \mathbf{B}$ is linearly dependent, then $\mathbf{B}=t \mathbf{A}$ for some $t$. If $\mathbf{B}=0$, then we use $t=0$, but if $\mathbf{A}$ and $\mathbf{B}$ are both nonzero, we have $\mathbf{B}=t \mathbf{A}$ and $(1 / t) \mathbf{B}=\mathbf{A}$, so each of the vectors is a multiple of the other.

If $\mathbf{A}, \mathbf{B}$ is a linearly dependent pair of vectors and both $\mathbf{A}$ and $\mathbf{B}$ are nonzero, then the vectors $r \mathbf{A}$ for different values of $r$ all lie on a line through the origin. The fact that $\mathbf{A}, \mathbf{B}$ is a linearly dependent pair means that $\mathbf{B}$ lies on the line determined by $\mathbf{A}$.


Figure 2.6

Exercise 1. For which choice of $x$ will the following pairs be linearly dependent?

$$
\begin{aligned}
& \text { (a) }\left(\binom{x}{1},\binom{4}{2}\right), \quad \text { (b) }\left(\binom{x}{x^{2}},\binom{-3}{9}\right), \\
& \text { (c) }\left(\binom{x}{1},\binom{9}{x}\right), \quad \text { (d) }\left(\binom{x}{x^{2}},\binom{1}{x}\right)
\end{aligned}
$$

Exercise 2. True of false? If $A$ is a scalar multiple of $\mathbf{B}$, then $\mathbf{B}$ is a multiple of $\mathbf{A}$.
Exercise 3. True or false? If $\mathbf{A}$ is a nonzero scalar multiple of $\mathbf{B}$, then $\mathbf{B}$ is a nonzero scalar multiple of $\mathbf{A}$.

Just as the multiples $t \mathbf{X}$ of a nonzero vector $\mathbf{X}$ give a description of a line through the origin, we may describe a line through a point $\mathbf{U}$ parallel to the vector $\mathbf{X}$ by taking the sum of $\mathbf{U}$ and all multiples of $\mathbf{X}$. The line is then given by $\mathbf{U}+t \mathbf{X}$ for all real $t$. (See Fig. 2.7.)

For example, the line through $\mathbf{B}=\binom{2}{1}$ parallel to the vector $\mathbf{A}=\binom{3}{1}$ is given by $\mathbf{X}=\mathbf{B}+t \mathbf{A}=\binom{2}{1}+t\binom{3}{1}=\binom{2}{1}+\binom{3 t}{t}=\binom{2+3 t}{1+t}$. This is called the parametric representation of a line in the plane, since the coordinates $x=2+3 t$ and $y=1+t$ are given linear functions of the parameter $t$. Similarly, the line given by the parametric equation in coordinates $\binom{x}{y}=\binom{3+4 t}{1+2 t}$ can be written in vector form as $\mathbf{X}=\binom{3}{1}+$ $\binom{4 t}{2 t}=\binom{3}{1}+t\binom{4}{2}=\mathbf{A}+t \mathbf{D}$.

Exercise 4. Write an equation of the line through $\binom{1}{4}$ parallel to the vector $\binom{2}{2}$.


Figure 2.7

Exercise 5. Write an equation for the line through $\mathbf{A}=\binom{3}{1}$ and $\mathbf{B}=\binom{1}{2}$. Hint: This line will go through $\mathbf{B}$ and be parallel to the vector $\mathbf{B}-\mathbf{A}$.

Exercise 6. Show that the parametric equation $\mathbf{X}=\mathbf{V}+t(\mathbf{U}-\mathbf{V})$ represents the line through $\mathbf{U}$ and $\mathbf{V}$ if $\mathbf{U}$ and $\mathbf{V}$ are any two vectors which are not equal.

By the Pythagorean Theorem, the distance from a point $\binom{x}{y}$ to the origin $\binom{0}{0}$ is $\sqrt{x^{2}+y^{2}}$, and we define this number to be the length of the vector $\mathbf{X}=\binom{x}{y}$, written $|\mathbf{X}|$. For example, if $\mathbf{X}=\binom{3}{4}$, then $|\mathbf{X}|=\sqrt{3^{2}+4^{2}}$ $=5$, while $\left|\mathbf{E}_{1}\right|=\left|\binom{1}{0}\right|=1$ and $|\mathbf{0}|=\sqrt{0^{2}+0^{2}}=0$. Since the square root is always considered to be positive or zero, the length of a vector is never negative, and in fact $|\mathbf{X}|$ is positive unless $\mathbf{X}=\binom{0}{0}$.
Example 1. $|\mathbf{X}-\mathbf{U}|=\left|\binom{x}{y}-\binom{u}{v}\right|=\left|\binom{x-u}{y-v}\right|=\sqrt{(x-u)^{2}+(y-v)^{2}}$.
For any scalar $r$, we hive

$$
|r \mathbf{X}|=\left|\binom{r x}{r y}\right|=\sqrt{(r x)^{2}+(r y)^{2}}=\sqrt{r^{2} x^{2}+r^{2} y^{2}}=|r| \sqrt{x^{2}+y^{2}}=|r||\mathbf{X}| .
$$

Thus, the length of a scalar multiple of a vector is the length of the vector multiplied by the absolute value of the scalar. For example, $|-5 \mathbf{X}|=$ $|-5||\mathbf{X}|=5|\mathbf{X}|$.

Exercise 7. Show that the midpoint of the segment joining points $\mathbf{X}$ and $\mathbf{U}$ is $\frac{1}{2}(\mathbf{X}+\mathbf{U})$, i.e. show that this point lies on the line through $\mathbf{X}$ and $\mathbf{U}$ and is equidistant from $\mathbf{X}$ and $\mathbf{U}$.

If $\mathbf{X} \neq\binom{ 0}{0}$, then $\mathbf{X} \neq \mathbf{0}$, so we may scale by the reciprocal $(1 /|\mathbf{X}|)$ to get a vector $(1 /|\mathbf{X}|) \mathbf{X}$. This vector lies along the ray from $\mathbf{0}$ to $\mathbf{X}$ and it has length equal to 1 since

$$
\left|\left(\frac{1}{|\mathbf{X}|}\right) \mathbf{X}\right|=\left|\frac{1}{|\mathbf{X}|}\right||\mathbf{X}|=\frac{1}{|\mathbf{X}|}|\mathbf{X}|=1 .
$$

The vectors of length 1 are called unit vectors, and they are represented by the points on the unit circle in the coordinate plane. The vector $(1 /|\mathbf{X}|) \mathbf{X}$ is represented by the point where the ray from $\mathbf{0}$ to $\mathbf{X}$ intersects this unit circle. (See Fig. 2.8).

Any vector on the unit circle may be described by its angle $\theta$ from the ray along the positive $x$-axis to the ray along the unit vector. We call $\theta$ the polar angle of the vector. We may then write the unit vector using trigonometric functions as $\binom{\cos \theta}{\sin \theta}$.


Figure 2.8
If $\mathbf{X}$ is any vector, we have

$$
\mathbf{X}=|\mathbf{X}|\left(\frac{1}{|\mathbf{X}|} \mathbf{X}\right)=|\mathbf{X}|\binom{\cos \theta}{\sin \theta}=\binom{|\mathbf{X}| \cos \theta}{|\mathbf{X}| \sin \theta}
$$

for some angle $\theta$. This representation of $X$ as a positive scalar multiple of a unit vector is called the polar form of the vector $\mathbf{X}$, since we have written the coordinates of $\mathbf{X}$ in the form of polar coordinates.

Example 2. If $\mathbf{X}=\binom{3}{0}$, we have $\mathbf{X}=3 \mathbf{E}_{1}$, where $\mathbf{E}_{1}$ is the unit vector $\binom{1}{0}=\binom{\cos (0)}{\sin (0)}$. If $\mathbf{X}=\binom{1}{1}$, then $\mathbf{X}=\sqrt{2}\binom{1 / \sqrt{2}}{1 / \sqrt{2}}=\sqrt{2}\binom{\cos \theta}{\sin \theta}$, where $\theta$ $=45^{\circ}=\pi / 4$.

## §2. The Dot Product

An extremely useful notion in linear algebra is the dot product of two vectors $\mathbf{X}$ and $\mathbf{U}$ defined by

$$
\begin{equation*}
\mathbf{X} \cdot \mathbf{U}=\binom{x}{y} \cdot\binom{u}{v}=x u+y v . \tag{12}
\end{equation*}
$$

The dot product of two vectors is then a number formed by adding the product of their first coordinates to the product of their second coordinates. For example, if $\mathbf{A}=\binom{3}{1}$ and $\mathbf{B}=\binom{1}{2}$ then $\mathbf{A} \cdot \mathbf{B}=3 \cdot 1+1 \cdot 2=5$ and $\mathbf{A} \cdot \mathbf{A}=3 \cdot 3+1 \cdot 1=10$. Note that $\mathbf{E}_{1} \cdot \mathbf{E}_{1}=1 \cdot 1+0 \cdot 0=1$ while $\mathbf{E}_{1} \cdot \mathbf{E}_{2}$ $=\binom{1}{0} \cdot\binom{0}{1}=1 \cdot 0+0 \cdot 1=0$.

In general, $\mathbf{X} \cdot \mathbf{X}=\binom{x}{y} \cdot\binom{x}{y}=x^{2}+y^{2}=|\mathbf{X}|^{2}$, so the length of any vector is the square root of the dot product of the vector with itself. We therefore have $\mathbf{X} \cdot \mathbf{X} \geqslant 0$ for all $\mathbf{X}$, with equality if and only if $\mathbf{X}=\mathbf{0}$.

The dot product has certain algebraic properties that are similar to properties of ordinary multiplication of numbers:

$$
\begin{align*}
\mathbf{X} \cdot \mathbf{U} & =\mathbf{U} \cdot \mathbf{X}  \tag{13}\\
(r \mathbf{X}) \cdot \mathbf{U} & =r(\mathbf{X} \cdot \mathbf{U}) \tag{14}
\end{align*}
$$

Commutative law for dot product
Associative law for scalar and dot product

$$
\begin{equation*}
\mathbf{A} \cdot(\mathbf{X}+\mathbf{U})=\mathbf{A} \cdot \mathbf{X}+\mathbf{A} \cdot \mathbf{U} \tag{15}
\end{equation*}
$$

Distributive law for dot product
Each of these properties can be established easily by referring to the coordinate definition. For example, if $\mathbf{A}=\binom{a}{b}, \mathbf{X}=\binom{x}{y}$, and $\mathbf{U}=\binom{u}{v}$, we have

$$
\begin{aligned}
\mathbf{A} \cdot(\mathbf{X}+\mathbf{U}) & =\binom{a}{b} \cdot\binom{x+u}{y+v}=a(x+u)+b(y+v) \\
& =(a x+b y)+(a u+b v)=\binom{a}{b} \cdot\binom{x}{y}+\binom{a}{b} \cdot\binom{u}{v} \\
& =\mathbf{A} \cdot \mathbf{X}+\mathbf{A} \cdot \mathbf{U} .
\end{aligned}
$$

In ordinary multiplication of real numbers, the product $a x$ equals zero only if either $a=0$ or $x=0$. Note, however, that it is possible for the dot product of two vectors to be zero even if neither vector is equal to zero. For example, $\binom{2}{2} \cdot\binom{-1}{1}=2(-1)+2 \cdot 1=0$. (See Fig. 2.9.)

Exercise 8. Show that if $r \mathbf{X}=\mathbf{0}$, then either $r=0$ or $\mathbf{X}=\mathbf{0}$.
We may ask under which circumstances the dot product of two nonzero vectors $\mathbf{X}$ and $\mathbf{U}$ will be zero, i.e., when do we have $\mathbf{X} \cdot \mathbf{U}=\binom{x}{y} \cdot\binom{u}{v}$ $=x u+y v=0$ ? One possibility is that one vector lies in the first coordinate axis and the other lies in the second coordinate axis, in which case the two vectors are perpendicular. If $\mathbf{X}$ does not lie in either coordinate axis, then $x \neq 0$ and $y \neq 0$. The slope of the line from the origin through $\binom{x}{y}$ is $y / x$, and this is not equal to zero. Since $x u+y v=0$, it follows that $y v=-u x$. If $u=0$, then $v=0$ as well. If $u \neq 0$, then $u x \neq 0$, so $-1=y v / u x=$ $(y / x)(v / u)$. Thus, either $\mathbf{U}=\mathbf{0}$ or the line from the origin to $\mathbf{U}=\binom{u}{v}$ has
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slope $v / u$ equal to the negative reciprocal of $y / x$, the slope of the line from the origin to $\mathbf{X}$. Therefore, these two lines must be perpendicular. It follows that in every case if the dot product of two nonzero vectors is zero, then the two vectors are perpendicular.

Retracing our steps, we easily see that, conversely, if $\mathbf{X}$ and $\mathbf{U}$ are any two perpendicular vectors, then $\mathbf{X} \cdot \mathbf{U}=0$.

Exercise 9. Show that for any vector $\binom{x}{y}$, we have $\binom{x}{y}$ perpendicular to the vector $\binom{-y}{x}$.

Note that the line with equation

$$
a x+b y=0
$$

may be described in two equivalent ways:
(i) The set of vectors $\mathrm{X}=\binom{x}{y}$ which are perpendicular to the vector $\binom{a}{b}$.
(ii) The line along the vector $\binom{-b}{a}$ (by Exercise 9, the vector $\binom{-b}{a}$ is perpendicular to $\binom{a}{b}$ ).

Exercise 10. Find a vector $\mathbf{U}$ such that the line with equation $5 x+2 y=0$ lies along U.
Exercise 11. Find an equation of the form $a x+b y=0$ for the line along the vector $\binom{3}{1}$.

Exercise 12. Find a vector $\mathbf{U}$ such that the line with equation $y=2 x$ lies along $\mathbf{U}$.

For any vector $\mathbf{X}=\binom{x}{y}$, we have $\mathbf{X} \cdot \mathbf{E}_{1}=\binom{x}{y} \cdot\binom{1}{0}=(x \cdot 1)+$ $(y \cdot 0)=x$. Thus, the dot product of $\mathbf{X}$ with the unit vector $\mathbf{E}_{1}$ is the coordinate of the projection of $\mathbf{X}$ to the first coordinate axis. Similarly, the dot product $\mathbf{X} \cdot \mathbf{E}_{2}=\binom{x}{y} \cdot\binom{0}{1}=y$ of the vector $\mathbf{X}$ with the unit vector $\mathbf{E}_{2}$ is the coordinate of the projection of $\mathbf{X}$ to the second coordinate axis.

More generally, if we have any unit vector $\mathbf{W}=\binom{\cos \phi}{\sin \phi}$, we may use the polar form of the vector $\mathbf{X}=|\mathbf{X}|\binom{\cos \theta}{\sin \theta}$ to get a geometric interpretation of the dot product of $\mathbf{X}$ and $\mathbf{W}$ (see Fig. 2.10). We have

$$
\begin{aligned}
\mathbf{X} \cdot \mathbf{W} & =\left(|\mathbf{X}|\binom{\cos \theta}{\sin \theta}\right) \cdot\binom{\cos \phi}{\sin \phi}=|\mathbf{X}|\left(\binom{\cos \theta}{\sin \theta} \cdot\binom{\cos \phi}{\sin \phi}\right) \\
& =|\mathbf{X}|(\cos \theta \cos \phi+\sin \theta \sin \phi) .
\end{aligned}
$$

There is a basic trigonometric identity that states that

$$
\begin{equation*}
\cos \theta \cos \phi+\sin \theta \sin \phi=\cos (\theta-\phi)=\cos (\phi-\theta) \tag{16}
\end{equation*}
$$

so we have $\mathbf{X} \cdot \mathbf{W}=|\mathbf{X}| \cdot \cos (\theta-\phi)$. Therefore, the dot product of a vector $\mathbf{X}$ with a unit vector $\mathbf{W}$ is the product of the length of $\mathbf{X}$ and the cosine of the angle between $\mathbf{X}$ and $\mathbf{W}$. If this angle $(\theta-\phi)$ is between 0 and $\pi / 2$,
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then this number $|\mathbf{X}| \cos (\theta-\phi)$ is the length of the adjacent side when the hypotenuse is $|\mathbf{X}|$. Thus, if $\mathbf{X}$ is a vector which makes an acute angle with the unit vector $\mathbf{W}$, then the dot product $\mathbf{X} \cdot \mathbf{W}$ is the length of the projection of $\mathbf{X}$ to the line from the origin through $\mathbf{W}$ (see Fig. 2.11).

If the angle between $\mathbf{X}$ and $\mathbf{W}$ is greater than $\pi / 2$, then $\cos (\theta-\phi)$ is negative and the dot product $\mathbf{X} \cdot \mathbf{W}$ is a negative number. The projection of $\mathbf{X}$ to the line from $\mathbf{0}$ through $\mathbf{W}$ will lie on the ray opposite the ray from $\mathbf{0}$ through $\mathbf{W}$, and the length of this projection is the absolute value of the dot product of $\mathbf{X}$ and $\mathbf{W}$. (See Fig. 2.12). In all cases, then, we can say that the dot product $\mathbf{X} \cdot \mathbf{W}$ represents the coordinate of the projection of the vector $\mathbf{X}$ to the directed line from the origin through the unit vector $\mathbf{W}$.

In general, if we take the dot product of two nonzero vectors in polar form $X=|\mathbf{X}|\binom{\cos \theta}{\sin \theta}$ and $\mathbf{U}=|\mathbf{U}|\binom{\cos \phi}{\sin \phi}$, we get
$\mathbf{X} \cdot \mathbf{U}=|\mathbf{X}|\binom{\cos \theta}{\sin \theta} \cdot|\mathbf{U}|\binom{\cos \phi}{\sin \phi}=|\mathbf{X}||\mathbf{U}|\binom{\cos \theta}{\sin \theta} \cdot\binom{\cos \phi}{\sin \phi}=|\mathbf{X}||\mathbf{U}| \cos (\theta-\phi)$.

Thus, the dot product of two nonzero vectors is the product of their lengths multiplied by the cosine of the angle between them.

We may use the dot product to calculate the angle between two nonzero vectors just by writing

$$
\begin{equation*}
\cos (\phi-\theta)=\frac{\mathbf{X} \cdot \mathbf{U}}{|\mathbf{X}||\mathbf{U}|}=\frac{x u+y v}{\sqrt{x^{2}+y^{2}} \sqrt{u^{2}+v^{2}}} \tag{18}
\end{equation*}
$$
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For example, if $\mathbf{A}=\binom{3}{1}$, and $\mathbf{B}=\binom{1}{2}$, then $|\mathbf{A}|=\sqrt{10},|\mathbf{B}|=\sqrt{5}$, and $A \cdot B=5$. Thus,

$$
\cos (\phi-\theta)=\frac{5}{\sqrt{5} \cdot \sqrt{10}}=\frac{1}{\sqrt{2}}
$$

and $\theta-\phi=\pi / 4$.
Exercise 13. Find the angle between $\binom{2}{2}$ and $\binom{0}{3}$.
Exercise 14. Find the angle between $\binom{3}{1}$ and $\binom{-1}{-2}$.
Similarly, using the trigonometric relation

$$
\begin{equation*}
\sin (\phi-\theta)=\sin \phi \cos \theta-\cos \phi \sin \theta \tag{19}
\end{equation*}
$$

we obtain an expression for $\sin (\phi-\theta)$. Setting $\mathbf{X}=\binom{x}{y}, \mathbf{U}=\binom{u}{v}$, we have

$$
\cos \theta=\frac{x}{\sqrt{x^{2}+y^{2}}}, \quad \sin \theta=\frac{y}{\sqrt{x^{2}+y^{2}}}, \quad \cos \phi=\frac{u}{\sqrt{u^{2}+v^{2}}}
$$

and

$$
\sin \phi=\frac{v}{\sqrt{u^{2}+v^{2}}}
$$

and so

$$
\begin{equation*}
\sin (\phi-\theta)=\frac{v x-u y}{\sqrt{x^{2}+y^{2}} \sqrt{u^{2}+v^{2}}} \tag{20}
\end{equation*}
$$
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Note that the sine of the angle from $\binom{u}{v}$ to $\binom{x}{y}$ is the opposite of the sine of the angle from $\binom{x}{y}$ to $\binom{u}{v}$. We will return to this formula in Chapter 2.5.

If we apply this notion of dot product to the difference of two vectors, we obtain an important result from trigonometry. We calculate the square of the length of the segment from $\mathbf{X}=|\mathbf{X}|\binom{\cos \theta}{\sin \theta}$ to $\mathbf{U}=|\mathbf{U}|\binom{\cos \phi}{\sin \phi}$ (see Fig. 2.13):

$$
\begin{align*}
|\mathbf{U}-\mathbf{X}|^{2} & =(\mathbf{U}-\mathbf{X}) \cdot(\mathbf{U}-\mathbf{X})=\mathbf{U} \cdot \mathbf{U}-\mathbf{X} \cdot \mathbf{U}-\mathbf{U} \cdot \mathbf{X}+\mathbf{X} \cdot \mathbf{X} \\
& =|\mathbf{U}|^{2}-2 \mathbf{U} \cdot \mathbf{X}+|\mathbf{X}|^{2}=|\mathbf{U}|^{2}+|\mathbf{X}|^{2}-2|\mathbf{U}||\mathbf{X}| \cos (\theta-\phi) \tag{21}
\end{align*}
$$

Thus, the square of the length of one side of a triangle is the sum of the squares of the lengths of the other two sides minus twice the product of those lengths and the cosine of the angle between them. This result is known in trigonometry as the law of cosines.

In particular, if the vectors $\mathbf{U}$ and $\mathbf{X}$ are perpendicular, so that the angle between them is $\theta-\phi=\pi / 2$, then $|\mathbf{U}-\mathbf{X}|^{2}=|\mathbf{U}|^{2}+|\mathbf{X}|^{2}$, so $\mathbf{X} \cdot \mathbf{U}$ $=|\mathbf{X}||\mathbf{U}| \cos (\theta-\phi)=0$. We thus have another proof of the result that two nonzero vectors are perpendicular if and only if $\mathbf{X} \cdot \mathbf{U}=0$. In linear algebra, we use the convention that the zero vector is perpendicular to every vector, and we frequently use the synonym orthogonal instead of perpendicular. We may thus say that two vectors $\mathbf{X}$ and $\mathbf{U}$ are orthogonal if and only if $\mathbf{X} \cdot \mathbf{U}=0$.

We use the notion of dot product to solve some geometric problems which will be crucial in our further development of linear algebra:
(i) To find the projection of a given vector to a given line through the origin.
(ii) To compute the distance from a given point to the line through the origin with equation $a x+b y=0$.
(iii) To calculate the area of a parallelogram with one vertex at the origin.
(iv) To give a geometric interpretation of a system of two linear equations in two unknowns (where both lines go through the origin).
(i) We already know that if $\mathbf{W}$ is a unit vector, then the dot product of $\mathbf{X}$ and $\mathbf{W}$ represents the coordinate of the projection of the point $\mathbf{X}$ to the line from the origin through $\mathbf{W}$. We set $P_{\mathbf{W}}(\mathbf{X})$ (read " $P$ sub $\mathbf{W}$ of $\mathbf{X}$ ") equal to the vector on this line which is the projection of $\mathbf{X}$ to the line. Thus, $P_{\mathbf{W}}(\mathbf{X})=(\mathbf{X} \cdot \mathbf{W}) \mathbf{W}$.

If $\mathbf{U}$ is an arbitrary vector, then we can find a formula for the projection $P_{\mathbf{U}}(\mathbf{X})$ of $\mathbf{X}$ to the line from the origin along $\mathbf{U}$ by using the above formula to find the projection of $\mathbf{X}$ to the line from the origin through the unit vector $\mathbf{U} /|\mathbf{U}|$, i.e.,

$$
\begin{equation*}
P_{\mathbf{U}}(\mathbf{X})=\left(\mathbf{X} \cdot \frac{\mathbf{U}}{|\mathbf{U}|}\right) \frac{\mathbf{U}}{|\mathbf{U}|}=\frac{(\mathbf{X} \cdot \mathbf{U}) \mathbf{U}}{|\mathbf{U}|^{2}}=\frac{(\mathbf{X} \cdot \mathbf{U}) \mathbf{U}}{(\mathbf{U} \cdot \mathbf{U})} \tag{22}
\end{equation*}
$$

Hence the length of the projection of $\mathbf{X}$ to the line along $\mathbf{U}$ is given by

$$
\begin{equation*}
\left|\mathbf{X} \cdot \frac{\mathbf{U}}{|\mathbf{U}|}\right|=\frac{|\mathbf{X} \cdot \mathbf{U}|}{|\mathbf{U}|} \tag{23}
\end{equation*}
$$

Alternatively, we may try to find the projection of $\mathbf{X}$ to the line along the nonzero vector $\mathbf{U}$ by finding a scalar $t$ such that $\mathbf{X}-\boldsymbol{t} \mathbf{U}$ is orthogonal to $\mathbf{U}$. (See Fig. 2.14). In terms of the dot product, we obtain

$$
0=(\mathbf{X}-t \mathbf{U}) \cdot \mathbf{U}=(\mathbf{X} \cdot \mathbf{U})-t(\mathbf{U} \cdot \mathbf{U})
$$
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so $t=(\mathbf{X} \cdot \mathbf{U}) /(\mathbf{U} \cdot \mathbf{U})$ and the projection of $\mathbf{X}$ to the line along $\mathbf{U}$ is

$$
P_{\mathbf{U}}(\mathbf{X})=t \mathbf{U}=\left(\frac{\mathbf{X} \cdot \mathbf{U}}{\mathbf{U} \cdot \mathbf{U}}\right) \mathbf{U}
$$

which agrees with formula (22).
Example 3. To find the projection of $\mathbf{B}=\binom{1}{2}$ to the line along $\mathbf{A}=\binom{3}{1}$, we have (see Fig. 2.15)

$$
P_{\mathbf{A}}(\mathbf{B})=\left(\frac{\mathbf{A} \cdot \mathbf{B}}{\mathbf{A} \cdot \mathbf{A}}\right) \mathbf{A}=\frac{5}{10} \mathbf{A}=\frac{1}{2} \mathbf{A}=\binom{\frac{3}{2}}{\frac{1}{2}}
$$

To find the projection of $\mathbf{B}=\binom{1}{2}$ to the line along $\mathbf{U}=\binom{-2}{1}$, we have

$$
P_{\mathbf{U}}(\mathbf{B})=\left(\frac{\mathbf{B} \cdot \mathbf{U}}{\mathbf{U} \cdot \mathbf{U}}\right) \mathbf{U}=\left(\frac{0}{2}\right) \mathbf{U}=0
$$

(This fits with our intuition that if $\mathbf{X}$ is orthogonal to $\mathbf{U}$, the projection of $\mathbf{X}$ to the line along U will be the origin itself.)

Exercise 15. Find the projection of $\binom{-1}{2}$ to the line along $\binom{3}{1}$.
Exercise 16. Find the projection of $\binom{3}{1}$ to the line along $\binom{1}{2}$.
Exercise 17. Find the projection of $\binom{3}{1}$ to the line along $\binom{-2}{6}$.
Exercise 18. Find the distance from $\binom{3}{1}$ to the line along $\binom{1}{2}$.
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(ii) Now we want to find the distance $d^{\prime}$ from a point $\binom{x_{0}}{y_{0}}$ to a line $L$ with equation $a x+b y=0$, where $a$ and $b$ are not both 0 (see Fig. 2.16). The vector $\mathbf{U}=\binom{-b}{a}$ is a nonzero vector on this line and the vector $\mathbf{V}=\binom{a}{b}$ is a non-zero vector perpendicular to this line. The distance from $\mathbf{X}=\binom{x_{0}}{y_{0}}$ to the line $L$ is then given by the length of the projection of $\mathbf{X}$ to the line along $V$. By (23) we obtain

$$
\begin{equation*}
d^{\prime}=\frac{|\mathbf{X} \cdot \mathbf{V}|}{|\mathbf{V}|}=\frac{\left|\binom{x_{0}}{y_{0}} \cdot\binom{a}{b}\right|}{\left|\binom{a}{b}\right|}=\frac{\left|a x_{0}+b y_{0}\right|}{\sqrt{a^{2}+b^{2}}} \tag{24}
\end{equation*}
$$

If $\binom{x_{0}}{y_{0}}$ is a point on $L$, then the expression $a x_{0}+b y_{0}=0$, so by (24), $d^{\prime}=0$, as we expected.

Exercise 19. Find the distance from $\binom{3}{1}$ to the line $y=2 x$.
Exercise 20. Verify that the sum of the squares of the distances from a point $\mathbf{X}$ to the perpendicular lines $a x+b y=0$ and $b x-a y=0$ is equal to the square of the length of $\mathbf{X}$.
(iii) Once we have the formula for the distance from a point to the line along a given vector, it is an easy matter to find a formula for the area of a parallelogram with one vertex at the origin. If the other three vertices are $\mathbf{A}=\binom{a}{c}, \mathbf{B}=\binom{b}{d}$, and $\mathbf{A}+\mathbf{B}=\binom{a+b}{c+d}$, then the distance from $\mathbf{A}$ to the
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line along $\mathbf{B}$ is given by formula (24) by the expression

$$
\frac{|a d-b c|}{\sqrt{b^{2}+d^{2}}}
$$

Multiplying this distance by the length $\sqrt{b^{2}+d^{2}}$ of the base $\mathbf{B}$, we get the formula

$$
\begin{equation*}
|a d-b c|=\text { area of the parallelogram with sides }\binom{a}{c} \text { and }\binom{b}{d} . \tag{25}
\end{equation*}
$$

(See Figure 2.17.)
(iv) Let us try to solve the system of equations

$$
\begin{align*}
& 2 x+3 y=0 \\
& 4 x-y=0 \tag{26}
\end{align*}
$$

for the unknowns $x$ and $y$.
Suppose $x, y$ is a solution. We define the vector $\mathbf{X}=\binom{x}{y}$. The first equation then says that $X \cdot\binom{2}{3}=0$ and the second that $X \cdot\binom{4}{-1}=0$. Thus, the vector $\mathbf{X}$ is orthogonal to both the vectors $\binom{2}{3}$ and $\binom{4}{-1}$. This is possible only if $\mathbf{X}=\mathbf{0}$.

Hence, $\binom{x}{y}=\binom{0}{0}$, so the only solution to (26) is $x=0, y=0$.
Now look at the general case of a system

$$
\begin{align*}
& a x+b y=0 \\
& c x+d y=0 \tag{27}
\end{align*}
$$

where $a, b, c, d$ are given constants such that not both $a$ and $b$ are zero and not both $c$ and $d$ are zero.

Of course, $x=0, y=0$ is a solution of (27). Are there others, and if so what are they?
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Let $x, y$ be a solution other than 0,0 . Set $\mathbf{X}=\binom{x}{y}$. Then $\mathbf{X} \neq \mathbf{0}$ and

$$
\mathbf{X} \cdot\binom{a}{b}=\mathbf{0} \quad \text { and } \quad \mathbf{X} \cdot\binom{c}{d}=0
$$

Thus, there is a nonzero vector orthogonal to both vectors $\binom{a}{b}$ and $\binom{c}{d}$. (See Fig. 2.18.) This can only happen where $\binom{a}{b}$ and $\binom{c}{d}$ lie on the same line through the origin. Since $\binom{c}{d} \neq 0$, there is some scalar $t$ with $\binom{a}{b}=t\binom{c}{d}$, and so $a=t c$ and $b=t d$. Also $t \neq 0$. Every vector $\mathbf{X}$ on the line perpendicular to $\binom{a}{b}$ is then orthogonal to both $\binom{a}{b}$ and $\binom{c}{d}$. Our result is this:
(27) has a solution other than $x=0, y=0$ only when there is some scalar $t$ such that

$$
a=t c, \quad b=t d
$$

In that case, there is a line consisting of solutions $x, y$, namely the line orthogonal to $\binom{a}{b}$.

Exercise 21. Find all solutions to the system of equations

$$
\begin{array}{r}
3 x+2 y=0 \\
4 x-y=0 .
\end{array}
$$

Exercise 22. Find all solutions to the system of equations

$$
\begin{array}{r}
5 x+y=0 \\
-10 x-2 y=0
\end{array}
$$

## CHAPTER 2.1

## Transformations of the Plane

Recall the notion of a "function." A function is a rule which assigns to each number some number. This suggests the following definition: A transformation of the plane is a rule which assigns to each vector in the plane some vector in the plane.
We denote transformation by letters $A, B, R, S, T$, etc.
Example 1. Let $P$ be the transformation which assigns to each vector $\mathbf{X}$ the projection of $\mathbf{X}$ on the line along the vector $\mathbf{U}=\binom{1}{2}$.

We write $P(\mathbf{X})$ for the vector which $P$ assigns to $\mathbf{X}$ and we call $P(\mathbf{X})$ the image of $\mathbf{X}$ (see Fig. 2.19).
Let $\mathbf{X}=\binom{x}{y}$ and let us calculate $P(\mathbf{X})$. By formula (22) of Chapter 2.0,

$$
P(\mathbf{X})=\left(\frac{\mathbf{X} \cdot \mathbf{U}}{\mathbf{U} \cdot \mathbf{U}}\right) \mathbf{U}=\frac{x+2 y}{1+4}\left[\begin{array}{l}
1  \tag{1}\\
2
\end{array}\right]=\left[\begin{array}{c}
\frac{x+2 y}{5} \\
\frac{2}{5}(x+2 y)
\end{array}\right]
$$

Example 2. Let $S$ be the transformation which assigns to each vector $\mathbf{X}$ the reflection of $\mathbf{X}$ in the line along the vector $\binom{1}{2}$.
Given $\mathbf{X}=\binom{x}{y}$, we want to find the coordinates of the point $S(\mathbf{X})$ such that the midpoint of the segment from $\mathbf{X}$ to $S(\mathbf{X})$ is the projection of $\mathbf{X}$ to the line along $\mathbf{U}=\binom{1}{2}$. Denote the coordinates of $S(\mathbf{X})$ by $x^{\prime}, y^{\prime}$. Then
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$\frac{1}{2}(\mathbf{X}+S(\mathbf{X}))=P(\mathbf{X})$, where $P$ was defined in the preceding example. So,

$$
\mathbf{X}+S(\mathbf{X})=2 P(\mathbf{X})
$$

and

$$
S(\mathbf{X})=2 P(\mathbf{X})-\mathbf{X}
$$

From formula (1), we then obtain

$$
\begin{aligned}
S(\mathbf{X}) & =\left[\begin{array}{l}
x^{\prime} \\
y^{\prime}
\end{array}\right]=2\binom{\frac{x+2 y}{5}}{\frac{2(x+2 y)}{5}}-\left[\begin{array}{l}
x \\
y
\end{array}\right] \\
& =\left[\begin{array}{l}
2 \frac{(x+2 y)}{5}-x \\
4 \frac{(x+2 y)}{5}-y
\end{array}\right] .
\end{aligned}
$$

Thus

$$
\binom{x^{\prime}}{y^{\prime}}=\binom{-\frac{3}{5} x+\frac{4}{5} y}{\frac{4}{5} x+\frac{3}{5} y} .
$$

For example, if $\mathbf{X}=\binom{0}{10}$, then $S(\mathbf{X})=\binom{x^{\prime}}{y^{\prime}}=\binom{8}{6}$.
Exercise 1. In each of the following problems, $\mathbf{U}$ is a nonzero vector and $P$ denotes the transformation which projects each vector $\mathbf{X}$ to the line along $\mathbf{U}$. Let $\mathbf{X}=\binom{x}{y}$ and $P(\mathbf{X})=\binom{x^{\prime}}{y^{\prime}}$, and calculate $x^{\prime}$ and $y^{\prime}$ in terms of $x$ and $y$.
(a) $\mathbf{U}=\binom{1}{0}$,
(b) $\mathbf{U}=\binom{0}{1}$,
(c) $\mathbf{U}=\binom{1}{-1}$,
(d) $\mathbf{U}=\binom{3}{1}$.

In each case draw a diagram and indicate several vectors and their images.
Exercise 2. Consider the line $5 x-2 y=0$ and let $P$ denote projection on this line. If $\binom{a}{b}$ is a given vector and $\binom{a^{\prime}}{b^{\prime}}=P\binom{a}{b}$, express $a^{\prime}$ and $b^{\prime}$ in terms of $a$ and $b$. Exercise 3. For each of the vectors $\mathbf{U}$ in Exercise 1, let $S(\mathbf{X})=\binom{x^{\prime}}{y^{\prime}}$ denote the reflection of $\binom{x}{y}$ in the line along $\mathbf{U}$. Calculate the coordinates $x^{\prime}$ and $y^{\prime}$ in terms of $x$ and $y$. In each case draw a diagram and indicate several vectors and their images.
Exercise 4. Let $L$ be the line $5 x-2 y=0$, and let $S$ denote reflection in $L$. If $\binom{a}{b}$ is a given vector and $\binom{a^{\prime}}{b^{\prime}}=S\binom{a}{b}$, express $a^{\prime}$ and $b^{\prime}$ in terms of $a$ and $b$.

Example 3. Let $D_{2}$ be the transformation which sends each vector into twice itself:

$$
D_{2}(\mathbf{X})=2 \mathbf{X}
$$

If $x=\binom{x}{y}$ and $D_{2}(\mathbf{X})=\binom{x^{\prime}}{y^{\prime}}$, let us calculate $x^{\prime}$ and $y^{\prime}$.

$$
\binom{x^{\prime}}{y^{\prime}}=D_{2}(\mathbf{X})=2 \mathbf{X}=2\binom{x}{y}=\binom{2 x}{2 y}
$$

So

$$
\left\{\begin{array}{l}
x^{\prime}=2 x,  \tag{2}\\
y^{\prime}=2 y .
\end{array}\right.
$$

An obvious generalization of this example consists in replacing the number 2 by the number $r$ and defining the transformation $D_{r}$ by $D_{r}(\mathbf{X})$ $=r \mathbf{X}$. For $\mathbf{X}=\binom{x}{y}, D_{r}(\mathbf{X})=\binom{x^{\prime}}{y^{\prime}}$, then, we find that $x^{\prime}=r x, y^{\prime}=r y$. We call $D_{r}$ the transformation of stretching by $r$.

Fix a scalar $\theta$ with $0 \leqslant \theta \leqslant 2 \pi$. We define the transformation $R_{\theta}$ of rotation by $\theta$ radians as follows (see Fig. 2.20): Let $\mathbf{X}$ be a vector. Rotate the segment from $\mathbf{0}$ to $\mathbf{X}$ around $\mathbf{0}$ counterclockwise through an angle of $\theta$ radians. The endpoint of the new segment is $R_{\theta}(\mathbf{X})$.

Example 4. Let $\mathbf{X}=\binom{x}{y}$ and set $\binom{x^{\prime}}{y^{\prime}}=R_{\pi / 2}(\mathbf{X})$. Find $x^{\prime}, y^{\prime}$. (See Fig. 2.21.) By rotating the triangle with vertices $\binom{0}{0},\binom{x}{y},\binom{x}{0}$ through a right
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angle at the origin, we see that

$$
x^{\prime}=-y, \quad y^{\prime}=x
$$

Exercise 5. Let $\mathbf{X}=\binom{x}{y}$. Calculate
(a) $R_{3 \pi / 2}(\mathbf{X})$,
(b) $R_{\pi}(\mathbf{X})$,
(c) $R_{2 \pi}(\mathrm{X})$,
(d) $R_{\pi / 4}(\mathbf{X})$.
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You may have found part (d) of Exercise 5 a bit difficult. Here is a method that lets us calculate $R_{\theta}(\mathbf{X})$ for any $\theta$ :

Set $\mathbf{X}=\binom{x}{y}$ and $\binom{x^{\prime}}{y^{\prime}}=R_{\theta}(\mathbf{X})$. We can write $\mathbf{X}$ and $R_{\theta}(\mathbf{X})$ in the form

$$
\mathbf{X}=|\mathbf{X}|\binom{\cos \phi}{\sin \phi}, \quad R_{\theta}(\mathbf{X})=\left|R_{\theta}(\mathbf{X})\right|\binom{\cos \phi^{\prime}}{\sin \phi^{\prime}}
$$

where $\phi$ is the polar angle of $\mathbf{X}$, and $\phi^{\prime}$ is the polar angle of $R_{\theta}(\mathbf{X})$. Then $\phi^{\prime}=\phi+\theta$ and $\left|R_{\theta}(\mathbf{X})\right|=|\mathbf{X}|$. (See Fig. 2.22.) So

$$
\begin{aligned}
R_{\theta}(\mathbf{X}) & =|\mathbf{X}|\binom{\cos (\phi+\theta)}{\sin (\phi+\theta)}=|\mathbf{X}|\binom{\cos \phi \cos \theta-\sin \phi \sin \theta}{\sin \phi \cos \theta+\cos \phi \sin \theta} \\
& =\binom{|\mathbf{X}| \cos \phi \cos \theta-|\mathbf{X}| \sin \phi \sin \theta}{|\mathbf{X}| \sin \phi \cos \theta+|\mathbf{X}| \cos \phi \sin \theta} .
\end{aligned}
$$

Now

$$
|\mathbf{X}| \cos \phi=x, \quad|\mathbf{X}| \sin \phi=y
$$

So

$$
\binom{x^{\prime}}{y^{\prime}}=R_{\theta}(\mathbf{X})=\binom{x \cos \theta-y \sin \theta}{y \cos \theta+x \sin \theta}
$$

or

$$
\left\{\begin{array}{l}
x^{\prime}=(\cos \theta) x-(\sin \theta) y  \tag{3}\\
y^{\prime}=(\sin \theta) x+(\cos \theta) y
\end{array}\right.
$$

Exercise 6. Interpret the results you obtained for Exercise 5 as corollaries of formula (3), by giving $\theta$ suitable values.


Figure 2.23

Example 5. Let $T_{0}$ be the following transformation: $T_{0}$ sends every horizontal line $y=c$ into the parabola $y=x^{2}+c$ by sending $\binom{x}{y}$ into $\binom{x}{x^{2}+y}$. (See Fig. 2.23.) In other words, if $\mathbf{X}=\binom{x}{y}$ and $\binom{x^{\prime}}{y^{\prime}}=\mathbf{X}^{\prime}=T_{0}(\mathbf{X})$, then

$$
\left\{\begin{array}{l}
x^{\prime}=x  \tag{4}\\
y^{\prime}=x^{2}+y
\end{array}\right.
$$

Let $S, T$ be two transformations. When do we say that they are equal, i.e., $S=T$ ? Recall that two functions $f, g$ were called equal if $f(x)=g(x)$ for every number $x$. In a similar spirit, we say $S=T$ provided

$$
S(\mathbf{X})=T(\mathbf{X}) \quad \text { for every vector } \mathbf{X}
$$

Example 6. The transformation $R_{-\pi / 2}$, which rotates each vector clockwise by $\pi / 2$ radians, and the transformation $R_{3 \pi / 2}$, which rotates each vector counterclockwise by $3 \pi / 2$ radians, are equal, i.e.,

$$
R_{-\pi / 2}=R_{3 \pi / 2}
$$

## CHAPTER 2.2

## Linear Transformations and Matrices

In Chapter 2.1, we looked at a number of transformations of the plane. Let us list the results we obtained for each transformation $T$, giving $x^{\prime}, y^{\prime}$ in terms of $x, y$, where $\binom{x^{\prime}}{y^{\prime}}=T\binom{x}{y}$.
(i) $P=$ projection to the line along $\binom{1}{2}$.

$$
\begin{aligned}
& x^{\prime}=\frac{x+2 y}{5} \\
& y^{\prime}=\frac{2(x+2 y)}{5}
\end{aligned}
$$

(ii) $S$ is reflection about the line along $\binom{1}{2}$.

$$
\begin{aligned}
& x^{\prime}=-\frac{3}{5} x+\frac{4}{5} y \\
& y^{\prime}=\frac{4}{5} x+\frac{3}{5} y
\end{aligned}
$$

(iii) $D_{r}$ is stretching by $r$.

$$
\begin{aligned}
x^{\prime} & =r x, \\
y^{\prime} & =r y .
\end{aligned}
$$

(iv) $R_{\theta}$ is rotation by $\theta$ radians.

$$
\begin{aligned}
& x^{\prime}=(\cos \theta) x-(\sin \theta) y, \\
& y^{\prime}=(\sin \theta) x+(\cos \theta) y .
\end{aligned}
$$

(v) $T_{0}$ is the transformation of Example 5.

$$
\begin{aligned}
& x^{\prime}=x \\
& y^{\prime}=x^{2}+y .
\end{aligned}
$$

Can we describe some single general type of transformation, expressing $x^{\prime}$ and $y^{\prime}$ each in terms of $x$ and $y$, which includes the above examples as special cases?

Let $a, b, c, d$ be scalars. Denote by $A$ the transformation which sends each vector $\mathbf{X}=\binom{x}{y}$ into the vector $\mathbf{X}^{\prime}=\binom{x^{\prime}}{y^{\prime}}$, where

$$
\left\{\begin{array}{l}
x^{\prime}=a x+b y  \tag{1}\\
y^{\prime}=c x+d y
\end{array}\right.
$$

Setting $a=\frac{1}{5}, b=\frac{2}{5}, c=\frac{2}{5}, d=\frac{4}{5}$, we re-obtain example (i) above. Setting $a=-\frac{3}{5}, b=\frac{4}{5}, c=\frac{4}{5}, d=\frac{3}{5}$, we get (ii). Setting $a=r, b=0, c=0, d=r$, we get (iii). If we take $a=\cos \theta, b=-\sin \theta, c=\sin \theta, d=\cos \theta$, we obtain (iv). However, no choice of $a, b, c, d$ will give us (v).

A transformation $A$ given by a system (1) is called a linear transformation of the plane and the symbol

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
$$

is called the matrix of $A$, denoted $m(A)$. The plural of "matrix" is "matrices." Reflection through a line and projection to a line are linear transformations, provided the line goes through the origin. Stretchings $D_{r}$ and rotations are also linear transformations. It is not possible to describe all linear transformations in simple geometrical terms. However, Equations (1) provide a simple algebraic description.

Let us list the matrices of the linear transformations (i)-(iv) considered above.

$$
\begin{align*}
m(P) & =\left(\begin{array}{ll}
\frac{1}{5} & \frac{2}{5} \\
\frac{2}{5} & \frac{4}{5}
\end{array}\right)  \tag{i}\\
m(S) & =\left(\begin{array}{cc}
-\frac{3}{5} & \frac{4}{5} \\
\frac{4}{5} & \frac{3}{5}
\end{array}\right) \\
m\left(D_{r}\right) & =\left(\begin{array}{ll}
r & 0 \\
0 & r
\end{array}\right), \\
m\left(R_{\theta}\right) & =\left(\begin{array}{rr}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)
\end{align*}
$$

$$
\begin{equation*}
T_{0} \text { is not a linear transformation. } \tag{v}
\end{equation*}
$$

We need the linear transformation which is the analogue of the function $f(x)=x$. That function sends every number into itself. The identity transformation, denoted $I$, sends every vector into itself:

$$
I(\mathbf{X})=\mathbf{X}, \quad \text { for every vector } \mathbf{X}
$$

Since $I$ sends $\mathbf{X}=\binom{x}{y}$ into $I(\mathbf{X})=\binom{x}{y}$, the system

$$
\begin{aligned}
& x^{\prime}=x, \\
& y^{\prime}=y
\end{aligned}
$$

describes $I$. Thus the matrix of $I$ is

$$
m(I)=\left(\begin{array}{ll}
1 & 0  \tag{vi}\\
0 & 1
\end{array}\right)
$$

Finally, we need the linear transformation zero, denoted 0 , which sends every vector into the zero vector:

$$
0(\mathbf{X})=\mathbf{0}, \quad \text { for all } \mathbf{X}
$$

Evidently, the matrix of 0 is

$$
m(0)=\left(\begin{array}{ll}
0 & 0  \tag{vii}\\
0 & 0
\end{array}\right)
$$

Next we introduce some useful notation. Let $A$ be the linear transformation with matrix $\left(\begin{array}{ll}p & q \\ r & s\end{array}\right)$ and let $\mathbf{X}=\binom{x}{y}$ be a vector. We shall write

$$
\left(\begin{array}{ll}
p & q  \tag{2}\\
r & s
\end{array}\right)\binom{x}{y}=A\binom{x}{y}=A(\mathbf{X})
$$

For instance, if $D$ is stretching by 2 , then

$$
\left(\begin{array}{ll}
2 & 0 \\
0 & 2
\end{array}\right)\binom{x}{y}=D\binom{x}{y}=\binom{2 x}{2 y}
$$

or if $P$ is projection on the line along $\binom{1}{2}$, then

$$
\left(\begin{array}{cc}
\frac{1}{5} & \frac{2}{5} \\
\frac{2}{5} & \frac{4}{5}
\end{array}\right)\binom{x}{y}=P\binom{x}{y}=\binom{\frac{1}{5} x+\frac{2}{5} y}{\frac{2}{5} x+\frac{4}{5} y}
$$

Let $A$ have the matrix $\left(\begin{array}{cc}p & q \\ r & s\end{array}\right), \mathbf{X}=\binom{x}{y}$ and $A(\mathbf{X})=\binom{x^{\prime}}{y^{\prime}}$. Then

$$
\begin{aligned}
& x^{\prime}=p x+q y \\
& y^{\prime}=r x+s y
\end{aligned}
$$

By definition (2),

$$
\left(\begin{array}{ll}
p & q \\
r & s
\end{array}\right)\binom{x}{y}=A\binom{x}{y}=\binom{x^{\prime}}{y^{\prime}}
$$

and so

$$
\left(\begin{array}{ll}
p & q  \tag{3}\\
r & s
\end{array}\right)\binom{x}{y}=\binom{p x+q y}{r x+s y}
$$

Formula (3) is basic. We interpret (3) as saying that the matrix $\left(\begin{array}{ll}p & q \\ r & s\end{array}\right)$ acts on the vector $\binom{x}{y}$ to yield the vector $\binom{p x+q y}{r x+s y}$.

## Example 1.

$$
\begin{aligned}
\left(\begin{array}{ll}
5 & 6 \\
7 & 8
\end{array}\right)\binom{x}{y} & =\binom{5 x+6 y}{7 x+8 y}, \\
\left(\begin{array}{ll}
5 & 6 \\
7 & 9
\end{array}\right)\binom{1}{1} & =\binom{11}{16}, \\
\left(\begin{array}{ll}
0 & 0 \\
2 & 2
\end{array}\right)\binom{x}{y} & =\binom{0}{2 x+2 y}, \\
\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\binom{5}{\pi} & =\binom{5}{\pi} .
\end{aligned}
$$

Let $A$ be an arbitrary linear transformation. We claim that $A$ sends the origin into the origin, i.e.,

$$
A(0)=0,
$$

for if $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ is the matrix of $A$, then

$$
A(0)=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{0}{0}=\binom{0}{0}=0 .
$$

A basic reason why linear transformations are interesting is that a linear transformation acts in a simple way on the sum of two vectors. Let $A$ be the linear transformation with matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ and let $\mathbf{X}=\binom{x}{y}, \overline{\mathbf{X}}=\binom{\bar{x}}{\bar{y}}$ be two vectors.

$$
\begin{aligned}
A(\mathbf{X}+\overline{\mathbf{X}}) & =A\binom{x+\bar{x}}{y+\bar{y}}=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{x+\bar{x}}{y+\bar{y}} \\
& =\binom{a(x+\bar{x})+b(y+\bar{y})}{c(x+\bar{x})+d(y+\bar{y})}=\binom{(a x+b y)+(a \bar{x}+b \bar{y})}{(c x+d y)+(c \bar{x}+d \bar{y})} \\
& =\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{x}{y}+\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{\bar{x}}{\bar{y}}=A(\mathbf{X})+A(\overline{\mathbf{X}}) .
\end{aligned}
$$

Thus, we have found

$$
\begin{equation*}
A(\mathbf{X}+\overline{\mathbf{X}})=A(\mathbf{X})+A(\overline{\mathbf{X}}) \tag{4}
\end{equation*}
$$

for every pair of vectors $\mathbf{X}, \overline{\mathbf{X}}$.
A similar calculation shows

$$
\begin{equation*}
A(t \mathbf{X})=t A(\mathbf{X}) \tag{5}
\end{equation*}
$$

if $\mathbf{X}$ is a vector and $t$ is a scalar.
Exercise 1. Verify that formula (5) is true.

Conversely, let $B$ be a transformation of the plane. Let us not assume that $B$ is linear, but instead let us suppose that (4) and (5) are valid for $B$, i.e., suppose

$$
\begin{equation*}
B(\mathbf{X}+\overline{\mathbf{X}})=B(\mathbf{X})+B(\overline{\mathbf{X}}), \quad B(t \mathbf{X})=t B(\mathbf{X}) \tag{6}
\end{equation*}
$$

whenever $\mathbf{X}$ and $\overline{\mathbf{X}}$ are vectors and $t$ is a scalar. We claim that it follows that $B$ is a linear transformation, i.e., $B$ is given by a system (1) for suitable $a, b, c, d$.

To see this, set $\mathbf{E}_{1}=\binom{1}{0}$ and $\mathbf{E}_{2}=\binom{0}{1}$. Then an arbitrary vector $\mathbf{X}=\binom{x}{y}$ can be expressed as

$$
\mathbf{X}=x \mathbf{E}_{1}+y \mathbf{E}_{2} .
$$

Set $B(\mathbf{X})=\binom{x^{\prime}}{y^{\prime}}$. By hypothesis,

$$
B(\mathbf{X})=B\left(x \mathbf{E}_{1}\right)+B\left(y \mathbf{E}_{2}\right)=x B\left(\mathbf{E}_{1}\right)+y B\left(\mathbf{E}_{2}\right) .
$$

$B\left(\mathbf{E}_{1}\right)$ can be written

$$
B\left(\mathbf{E}_{\mathrm{l}}\right)=\binom{u}{v},
$$

and similarly $B\left(\mathbf{E}_{2}\right)=\binom{w}{z}$. Thus

$$
\binom{x^{\prime}}{y^{\prime}}=B(\mathbf{X})=x\binom{u}{v}+y\binom{w}{z}=\binom{u x+w y}{v x+z y} .
$$

So

$$
\begin{aligned}
& x^{\prime}=u x+w y, \\
& y^{\prime}=v x+z y .
\end{aligned}
$$

Thus, $x^{\prime}, y^{\prime}$ have the form of Eq. (1) of this chapter. Hence $B$ is a linear transformation, by definition. The matrix of $B$ is $\left(\begin{array}{ll}u & w \\ v & z\end{array}\right)$. Thus we have proved that if $B$ is a transformation satisfying (6), then $B$ is a linear transformation. Summing up, we have shown:

Theorem 2.1. Let $A$ be a transformation of the plane. Then $A$ is a linear transformation if and only if for every pair of vectors $\mathbf{X}$ and $\overline{\mathbf{X}}$ and every scalar $t$ :

$$
\begin{equation*}
A(\mathbf{X}+\overline{\mathbf{X}})=A(\mathbf{X})+A(\overline{\mathbf{X}}) \tag{7a}
\end{equation*}
$$

and

$$
\begin{equation*}
A(t \mathbf{X})=t A(\mathbf{X}) \tag{7b}
\end{equation*}
$$

Note: (7a) and (7b) together imply

$$
\begin{equation*}
A(t \mathbf{X}+s \overline{\mathbf{X}})=t A(\mathbf{X})+s A(\overline{\mathbf{X}}) \tag{8}
\end{equation*}
$$

for every pair of scalars $t, s$ and every pair of vectors $\mathbf{X}, \overline{\mathbf{X}}$. This is so, since by (7a),

$$
A(t \mathbf{X}+s \overline{\mathbf{X}})=A(t \mathbf{X})+A(s \overline{\mathbf{X}})
$$

while by (7b), $A(t \mathbf{X})=t A(\mathbf{X})$ and $A(s \overline{\mathbf{X}})=s A(\overline{\mathbf{X}})$. On the other hand, (8) clearly implies both (7a) and (7b). Thus, in Theorem 2.1, we may replace the two conditions (7a) and (7b) by the single condition (8). From now on, when presented with a transformation $T$, if we wish to show that $T$ is a linear transformation, we can do either of the following: Show that $T$ satisfies (7a) and (7b) (or, equivalently, (8)), or show that there is some matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ such that for every vector $\mathbf{X}=\binom{x}{y}$, the vector $T(\mathbf{X})=\binom{x^{\prime}}{y^{\prime}}$ is given by:

$$
\begin{aligned}
& x^{\prime}=a x+b y \\
& y^{\prime}=c x+d y
\end{aligned}
$$

If $A$ is the linear transformation with matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$, then $A\left(\mathbf{E}_{1}\right)$ $=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)\binom{1}{0}=\binom{a}{c}$ and $A\left(\mathbf{E}_{2}\right)=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)\binom{0}{1}=\binom{b}{d}$. Thus we can describe the matrix of $A$ by saying that its first column is the image of the first basis vector $\mathbf{E}_{1}$ and the second column is the image of $\mathbf{E}_{2}$.

Example 2. Let $P$ denote projection on the line along $\mathbf{U}=\binom{u}{v}$, so $P(\mathbf{X})=\left(\frac{\mathbf{X} \cdot \mathbf{U}}{\mathbf{U} \cdot \mathbf{U}}\right) \mathbf{U}$. Then

$$
\begin{aligned}
& P\left(\mathbf{E}_{1}\right)=\left(\frac{u}{u^{2}+v^{2}}\right)\binom{u}{v}=\binom{\frac{u^{2}}{u^{2}+v^{2}}}{\frac{u v}{u^{2}+v^{2}}}, \\
& P\left(\mathbf{E}_{2}\right)=\left(\frac{v}{u^{2}+v^{2}}\right)\binom{u}{v}=\binom{\frac{u v}{u^{2}+v^{2}}}{\frac{v^{2}}{u^{2}+v^{2}}} .
\end{aligned}
$$

Thus the matrix of $P$ is given by

$$
m(P)=\left(\begin{array}{cc}
\frac{u^{2}}{u^{2}+v^{2}} & \frac{v u}{u^{2}+v^{2}}  \tag{9}\\
\frac{u v}{u^{2}+v^{2}} & \frac{v^{2}}{u^{2}+v^{2}}
\end{array}\right)
$$

For example, if $\mathbf{U}$ is the unit vector $\mathbf{U}=\binom{\cos \theta}{\sin \theta}$, then $u^{2}+v^{2}=1$, so

$$
m(P)=\left(\begin{array}{lr}
\cos ^{2} \theta & \sin \theta \cos \theta  \tag{10}\\
\cos \theta \sin \theta & \sin ^{2} \theta
\end{array}\right)
$$

Theorem 2.1 allows us to give a simple solution of the following geometric problem: Let $A$ be a linear transformation and let $L$ be a straight line. By the image of $L$ under $A$ we mean the collection of all vectors $A(\mathbf{X})$ when $\mathbf{X}$ is a vector whose endpoint lies on $L$. We denote this image by $A(L)$.

Example 3. The image of the $x$-axis under the transformation $R_{\pi / 2}$, which is rotation by $\pi / 2$ radians, is the $y$-axis.

What kind of geometric object does the image of $L$ under $A$ turn out to be? The answer is given by:

Theorem 2.2. Let A be a linear transformation and let $L$ be a straight line. Then the image of $L$ under $A$ is either a straight line or a single point.
Proof. Remember from Chapter 2.0 that we can choose vectors $\mathbf{X}_{0}$ and $\mathbf{U}$ in such a way that $L$ is described by

$$
\mathbf{X}=\mathbf{X}_{0}+t \mathbf{U}, \quad t \text { a real scalar }
$$

Thus, for each $\mathbf{X}$ on $L$,

$$
\mathbf{X}=\mathbf{X}_{0}+t \mathbf{U}
$$

Hence, by (7a) and (7b),

$$
A(\mathbf{X})=A\left(\mathbf{X}_{0}+t \mathbf{U}\right)=A\left(\mathbf{X}_{0}\right)+t A(\mathbf{U})
$$

If $A(\mathbf{U}) \neq 0$, then as $\mathbf{X}$ runs through all vectors with endpoint on $L, A(\mathbf{X})$ runs through the collection of points

$$
A\left(\mathbf{X}_{0}\right)+t A(\mathbf{U}), \quad t \text { real. }
$$

This is a straight line, and so the image of $L$ under $A$ is this line. (See Fig. 2.24.) If $A(\mathbf{U})=0$, then $A(\mathbf{X})=A\left(\mathbf{X}_{0}\right)$ for each $\mathbf{X}$ with endpoint on $L$. So the image of $L$ under $A$ is the single point $A\left(\mathbf{X}_{0}\right)$.

Example 4. Let $A$ denote reflection in the $x$-axis and let $L$ be the line along $\binom{1}{2}$. Find the image of $L$ under $A$. The point $\binom{t}{2 t}$ has image $\binom{t}{-2 t}$ so the line along $\binom{1}{-2}$ is the image of $L$ under $A$. (See Fig. 2.25.)

Example 5. Let $P$ denote projection on the $y$-axis and let $L$ be the $x$-axis. Find the image of $L$ under $P$. (See Fig. 2.26.) If $\mathbf{X}$ lies on $L$, then $P(\mathbf{X})=\mathbf{0}$. Hence, the image of $L$ under $P$ is a single point, the origin.


Figure 2.24
Exercise 2. For each of the following transformation $T$ calculate the image of the $x$-axis.
(a) $T$ is rotation by $45^{\circ}$.
(b) $T$ is reflection in the line $y=2 x$.
(c) $T$ is projection on the line $y=x$.


Figure 2.25


Figure 2.26
Exercise 3. $A$ is the transformation with matrix $\left(\begin{array}{rr}2 & 3 \\ -1 & 0\end{array}\right)$.
(a) Find the image of the line along $\binom{3}{1}$ under $A$.
(b) Find the image of the line along $\binom{a}{b}$ under $A$.

Exercise 4. Let $B$ be a linear transformation such that whenever $\mathbf{X}$ is a nonzero vector, then $B(\mathbf{X}) \neq \mathbf{0}$. Show that for every straight line $L$ through the origin, the image of $L$ under $B$ is a straight line through the origin.

If $\mathbf{X}$ is a nonzero vector then the set of vectors $\{r \mathbf{X} \mid 0 \leqslant r \leqslant 1\}$ is the segment from $\mathbf{0}$ to the point $\mathbf{X}$. If $\mathbf{X}=\mathbf{0}$, then the collection $\{r \mathbf{X} \mid 0 \leqslant r \leqslant 1\}$ contains only the zero vector, and in this case we say that the segment degenerates to a point.

If $T$ is any linear transformation, then $T(r \mathbf{X})=r T(\mathbf{X})$, so the image of the segment $\{r \mathbf{X} \mid 0 \leqslant r \leqslant 1\}$ is the segment $\{r(T(\mathbf{X})) \mid 0 \leqslant r \leqslant 1\}$, possibly degenerate if $T(\mathbf{X})=\mathbf{0}$.
The set of points $\{\mathbf{U}+r \mathbf{X} \mid 0 \leqslant r \leqslant 1\}$ is also a segment, from $\mathbf{U}$ to $\mathbf{U}+\mathbf{X}$.

If $\mathbf{X}$ and $\mathbf{U}$ are linearly independent vectors, then the set of vectors $\{r \mathbf{X}+s \mathbf{U} \mid 0 \leqslant r \leqslant 1,0 \leqslant s \leqslant 1\}$ describes the parallelogram determined by $\mathbf{X}$ and $\mathbf{U}$ (see Fig. 2.27). The sets $\{r \mathbf{X} \mid 0 \leqslant r \leqslant 1\}$ and $\{s \mathbf{U} \mid 0 \leqslant s \leqslant 1\}$ form two edges of the parallelogram and the other two edges are $\{r \mathbf{X}+$ $\mathbf{U} \mid 0 \leqslant r \leqslant 1\}$ and $\{\mathbf{X}+s \mathbf{U} \mid 0 \leqslant s \leqslant 1\}$. The four corners of the parallelogram are, in order: $\mathbf{U}, \mathbf{0}, \mathbf{X}, \mathbf{U}+\mathbf{X}$.
If $\mathbf{X}$ and $\mathbf{U}$ are linearly dependent, but not both $\mathbf{0}$, then the four points $\mathbf{U}, \mathbf{0}, \mathbf{X}$, and $\mathbf{U}+\mathbf{X}$ all lie on the same line and the set $\{r \mathbf{X}+s \mathbf{U} \mid 0 \leqslant r \leqslant 1$, $0 \leqslant s \leqslant 1\}$ is then a degenerate or collapsed parallelogram.


Figure 2.27
If $\mathbf{X}$ and $\mathbf{U}$ are both $\mathbf{0}$, then $\{r \mathbf{X}+s \mathbf{U} \mid 0 \leqslant r, s \leqslant 1\}$ is also just the point $\mathbf{0}$, so the parallelogram degenerates to a single point.

If $T$ is a linear transformation, then $T(r \mathbf{X}+s \mathbf{U})=r T(\mathbf{X})+s T(\mathbf{U})$, so the image of the parallelogram $\Pi=\{r \mathbf{X}+s \mathbf{U} \mid 0 \leqslant r, s \leqslant 1\}$ is the parallelogram $T(\Pi)=\{r T(\mathbf{X})+s T(\mathbf{U}) \mid 0 \leqslant r \leqslant 1,0 \leqslant s \leqslant 1\}$. Even if $\mathbf{X}, \mathbf{U}$ is a linearly independent pair, the parallelogram $T(\Pi)$ might be degenerate.

Exercise 5. Describe the parallelograms determined by the following pairs of vectors:
(a) $\binom{2}{1},\binom{1}{1}$,
(b) $\binom{2}{1},\binom{4}{2}$,
(c) $\binom{2}{1},\binom{-2}{-1}$,
(d) $\binom{0}{0},\binom{2}{1}$,
(e) $\binom{0}{0},\binom{0}{0}$.

Exercise 6. Describe the images of each of the preceding parallelograms under the projection to the first coordinate axis:

$$
P\binom{x}{y}=\binom{x}{0} .
$$

Exercise 7. Do the same for the linear transformation with matrix $\left(\begin{array}{rr}-1 & -2 \\ 2 & 4\end{array}\right)$.

## CHAPTER 2.3

## Products of Linear Transformations

Let $A$ and $B$ be two linear transformations. We define the transformation $C$ which consists of $A$ followed by $B$, i.e., if $\mathbf{X}$ is any vector

$$
C(\mathbf{X})=B(A(\mathbf{X}))
$$

We write $C=B A$ and we call $C$ the product $B$ times $A$.
Associating to $A$ and $B$ their product $B A$ is in some ways analogous to multiplying two numbers, and we shall pursue this analogy later on.

Example 1. $B$ is reflection in the $x$-axis and $A$ is reflection in the $y$-axis (see Fig. 2.28). Find $B A$.

Choose $\mathbf{X}=\binom{x}{y}$. Then

$$
A(\mathbf{X})=\binom{-x}{y} \quad \text { and } \quad B(A(\mathbf{X}))=\binom{-x}{-y} .
$$

So

$$
(B A)(\mathbf{X})=\binom{-x}{-y}=-\mathbf{X}
$$

Thus, $B A$ sends each vector into its negative. In other words, $B A=R_{\pi}$, rotation by $\pi$ radians.

Exercise 1. Show that if $S, T$ are linear transformations, then $S T$ and $T S$ are linear transformations. (Use (7a) and (7b) or (8) in Chapter 2.2.)
Exercise 2. Let $A, B$ have the same meaning as in Example 1. Show that $A B=R_{\pi}$.
Example 2. Let $P$ be projection on the $x$-axis and $Q$ projection on the $y$-axis. Find $Q P$. (See Fig. 2.29.)

$$
\text { If } \mathbf{X}=\binom{x}{y} \text {, then } P(\mathbf{X})=\binom{x}{0} \text { and so }(Q P)(\mathbf{X})=Q(P(\mathbf{X}))=Q\binom{x}{0}=\binom{0}{0} .
$$



Figure 2.28
Thus $Q P$ is the transformation which sends every vector into the origin, i.e., $Q P=0$.

Example 3. Let $A$ be a linear transformation and let $I$ denote the identity transformation. Let us find $A I$ and $I A$.

Fix a vector $\mathbf{X}$

$$
(A I)(\mathbf{X})=A(I(\mathbf{X}))=A(\mathbf{X})
$$

and

$$
(I A)(\mathbf{X})=I(A(\mathbf{X}))=A(\mathbf{X})
$$

Hence,

$$
\begin{equation*}
A I=A \quad \text { and } \quad I A=A . \tag{1}
\end{equation*}
$$



Figure 2.29

Note: The number 1 has the property that

$$
a 1=1 a=a
$$

for every number $a$. In view of (1), the identity transformation $I$ plays the same role in multiplying linear transformations as the number 1 does in multiplying numbers.

Exercise 3. Let $P$ be projection on the $x$-axis and let $R_{\pi / 2}$ be rotation by $\pi / 2$ radians.
(a) Calculate $P R_{\pi / 2}$.
(b) Calculate $\left(R_{\pi / 2}\right) P$.

Observe that your answers for (a) and (b) in Exercise 3 are different. Thus $P R_{\pi / 2} \neq R_{\pi / 2} P$. The commutative law of multiplication, i.e., the law that $a b=b a$, which is valid for every pair of numbers $a, b$ is false for the product of linear transformations. That is, if $A, B$ are linear transformations, then sometimes $A B=B A$ and sometimes $A B \neq B A$. If $A B=B A$, we say that $A$ and $B$ commute. For instance, if $A$ is any linear transformation and $I$ is the identity, then $A$ and $I$ commute.

Now suppose that $A$ and $B$ are two linear transformations having matrices $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ and $\left(\begin{array}{ll}\bar{a} & \bar{b} \\ \bar{c} & \bar{d}\end{array}\right)$, respectively. What is the matrix of the transformation $A B$ ?

Let $\mathbf{X}=\binom{x}{y}$. Then

$$
B(\mathbf{X})=\left(\begin{array}{ll}
\bar{a} & \bar{b} \\
\bar{c} & \bar{d}
\end{array}\right)\binom{x}{y}=\binom{\bar{a} x+\bar{b} y}{\bar{c} x+\bar{d} y} .
$$

So

$$
\begin{aligned}
A B(\mathbf{X}) & =A(B(\mathbf{X}))=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\left[\begin{array}{l}
\bar{a} x+\bar{b} y \\
\bar{c} x+\bar{d} y
\end{array}\right] \\
& =\left[\begin{array}{l}
a(\bar{a} x+\bar{b} y)+b(\bar{c} x+\bar{d} y) \\
c(\bar{a} x+\bar{b} y)+d(\bar{c} x+\bar{d} y)
\end{array}\right] \\
& =\left[\begin{array}{ll}
(a \bar{a}+\bar{b} c) x+(a \bar{b}+b \bar{d}) y \\
(c \bar{a}+d \bar{c}) x+(c \bar{b}+d \bar{d}) y
\end{array}\right] \\
& =\left[\begin{array}{ll}
a \bar{a}+b \bar{c} & a \bar{b}+b \bar{d} \\
c \bar{a}+d \bar{c} & c \bar{b}+d \bar{d}
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right] .
\end{aligned}
$$

So the matrix of $A B$ is

$$
\left(\begin{array}{ll}
a \bar{a}+b \bar{c} & a \bar{b}+b \bar{d}  \tag{2}\\
c \bar{a}+d \bar{c} & c \bar{b}+d \bar{d}
\end{array}\right)
$$

We define the product of matrices $m(A)$ and $m(B)$ to be the matrix $m(A B)$ of $A B$. Thus

$$
\begin{equation*}
m(A) m(B)=m(A B) \tag{3}
\end{equation*}
$$

In other words,

$$
\left(\begin{array}{ll}
a & b  \tag{4}\\
c & d
\end{array}\right)\left(\begin{array}{ll}
\bar{a} & \bar{b} \\
\bar{c} & \bar{d}
\end{array}\right)=\left(\begin{array}{ll}
a \bar{a}+b \bar{c} & a \bar{b}+b \bar{d} \\
c \bar{a}+d \bar{c} & c \bar{b}+d \bar{d}
\end{array}\right)
$$

Note that on the right-hand side of (4), the upper left-hand entry is the dot product

$$
\binom{a}{b} \cdot\binom{\bar{a}}{\bar{c}}
$$

the upper right-hand entry is

$$
\binom{a}{b} \cdot\binom{\bar{b}}{\bar{d}}
$$

the lower left-hand entry is

$$
\binom{c}{d} \cdot\binom{\bar{a}}{\bar{c}},
$$

and the lower right-hand entry is

$$
\binom{c}{d} \cdot\binom{\bar{b}}{\bar{d}}
$$

Example 4. Find the product $\left(\begin{array}{ll}1 & 0 \\ 2 & 3\end{array}\right)\left(\begin{array}{rr}5 & 4 \\ -1 & 7\end{array}\right)$. By formula (4),

$$
\left(\begin{array}{ll}
1 & 0 \\
2 & 3
\end{array}\right)\left(\begin{array}{rr}
5 & 4 \\
-1 & 7
\end{array}\right)=\left(\begin{array}{ll}
1 \cdot 5+0 \cdot-1 & 1 \cdot 4+0 \cdot 7 \\
2 \cdot 5+3 \cdot-1 & 2 \cdot 4+3 \cdot 7
\end{array}\right)=\left(\begin{array}{cc}
5 & 4 \\
7 & 29
\end{array}\right)
$$

Exercise 4. In each case, calculate the indicated product of two matrices:
(a) $\left(\begin{array}{rr}-1 & 0 \\ 0 & 0\end{array}\right)\left(\begin{array}{rr}-1 & 0 \\ 0 & 0\end{array}\right)$,
(b) $\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)$,
(c) $\left(\begin{array}{ll}1 & 2 \\ 3 & 4\end{array}\right)\left(\begin{array}{ll}5 & 6 \\ 7 & 8\end{array}\right)$.

Exercise 5. Let $U$ be the linear transformation having matrix $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$.
(a) Interpret $U$ geometrically.
(b) Show that $U U=I$.

Exercise 6. Let $V$ be the linear transformation having matrix $\left(\begin{array}{rr}0 & -1 \\ 1 & 0\end{array}\right)$. Show that $V V=R_{\pi}$, rotation by $\pi$ radians.
Exercise 7. Let $R_{\theta}$ and $R_{\phi}$ be rotation by angles of $\theta$ radians and $Q$ radians, respectively. Show that

$$
R_{\theta} R_{\phi}=R_{\theta+\phi}
$$

rotation by $\theta+\phi$ radians.
Exercise 8. Exhibit a linear transformation $N$ such that $N \neq 0$, while $N N=0$.
Exercise 9. Let $A$ be the linear transformation with matrix $\left(\begin{array}{ll}1 & -1 \\ 2 & -2\end{array}\right)$.
(a) Show that if $\mathbf{X}$ is any vector which lies on the line along $\binom{1}{1}$, then $A(\mathbf{X})=0$.
(b) Show that if $\mathbf{X}$ is any vector, then $A(\mathbf{X})$ lies on the line along $\binom{1}{2}$.
(c) Find a linear transformation $B$ with $B \neq 0$ such that $B A=0$.
(d) Find a linear transformation $C$ with $C \neq 0$ such that $A C=0$.

If $a, b, c$ are three numbers, then the associative law holds, i.e., $(a b) c$ $=a(b c)$.

If $A, B, C$ are three linear transformations, then

$$
\begin{equation*}
(A B) C=A(B C) \tag{5a}
\end{equation*}
$$

and

$$
\begin{equation*}
(m(A) m(B)) m(C)=m(A)(m(B) m(C)) \tag{5b}
\end{equation*}
$$

Note: (5a) says that the associative law holds for multiplication of linear transformations, while (5b) says that it holds for multiplication of matrices.
Proof of (5a): Let $X$ be any vector. Then

$$
\begin{aligned}
((A B) C)(\mathbf{X}) & =A B(C(\mathbf{X}))=A(B(C(\mathbf{X}))) \\
& =A((B C)(\mathbf{X}))=(A(B C))(\mathbf{X})
\end{aligned}
$$

Hence

$$
(A B) C=A(B C)
$$

So (5a) holds.
Proof of (5b): By definition of multiplication of matrices, if $S$ and $T$ are linear transformation, then $m(S) m(T)=m(S T)$. Hence, using (5a), we get

$$
\begin{aligned}
(m(A) m(B)) m(C) & =m(A B) m(C) \\
& =m((A B) C)=m(A(B C)) \\
& =m(A) m(B C)=m(A)(m(B) m(C))
\end{aligned}
$$

Thus (5b) holds.

Note: If $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right),\left(\begin{array}{ll}x & y \\ u & v\end{array}\right)$, and $\left(\begin{array}{cc}p & q \\ r & s\end{array}\right)$ are three matrices, (5b) yields

$$
\left(\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{ll}
x & y \\
u & v
\end{array}\right)\right)\left(\begin{array}{ll}
p & q \\
r & s
\end{array}\right)=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\left(\begin{array}{ll}
x & y \\
u & v
\end{array}\right)\left(\begin{array}{ll}
p & q \\
r & s
\end{array}\right)\right) .
$$

We could obtain this equation directly, using formula (4), but that would require more effort.

Let $A$ and $B$ be two linear transformations. By the sum of $A$ and $B$, $A+B$, we mean the transformation which assigns to each vector $\mathbf{X}$ the vector $A(\mathbf{X})+B(\mathbf{X})$ so

$$
(A+B)(\mathbf{X})=A(\mathbf{X})+B(\mathbf{X}), \quad \text { for each } \mathbf{X}
$$

If the matrix $m(A)=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ and the matrix $m(B)=\left(\begin{array}{ll}\bar{a} & \bar{b} \\ \bar{c} & \bar{d}\end{array}\right)$, then

$$
\begin{aligned}
(A+B)\left[\binom{x}{y}\right] & =A\binom{x}{y}+B\binom{x}{y}=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{x}{y}+\left(\begin{array}{ll}
\bar{a} & \bar{b} \\
\bar{c} & \bar{d}
\end{array}\right)\binom{x}{y} \\
& =\binom{a x+b y}{c x+d y}+\binom{\bar{a} x+\bar{b} y}{\bar{c} x+\bar{d} y}=\binom{(a+\bar{a}) x+(b+\bar{b}) y}{(c+\bar{c}) x+(d+\bar{d}) y} \\
& =\left(\begin{array}{ll}
a+\bar{a} & b+\bar{b} \\
c+\bar{c} & d+\bar{d}
\end{array}\right)\binom{x}{y} .
\end{aligned}
$$

Thus, $A+B$ is a linear transformation and its matrix is $\left(\begin{array}{ll}a+\bar{a} & b+\bar{b} \\ c+\bar{d} & d+\bar{d}\end{array}\right)$. We define the sum of the matrices $m(A)$ and $m(B)$, denoted $m(A)+m(B)$, as $m(A+B)$. Thus

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)+\left(\begin{array}{ll}
\bar{a} & \bar{b} \\
\bar{c} & \bar{d}
\end{array}\right)=\left(\begin{array}{ll}
a+\bar{a} & b+\bar{b} \\
c+\bar{c} & d+\bar{d}
\end{array}\right)
$$

Similarly, if $A$ is as above and $t$ is a scalar, we denote by $t A$ the transformation defined by

$$
(t A)(\mathbf{X})=t A(\mathbf{X}), \quad \text { for every vector } \mathbf{X}
$$

and we define

$$
\operatorname{tm}(A)=m(t A)
$$

It follows that

$$
t\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{ll}
t a & t b \\
t c & t d
\end{array}\right)
$$

Example 5.

$$
\left(\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right)+2\left(\begin{array}{rr}
-1 & 0 \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
1+2(-1) & 2 \\
3 & 4+2(1)
\end{array}\right)=\left(\begin{array}{rr}
-1 & 2 \\
3 & 6
\end{array}\right)
$$

As an application of the notion of the sum of two linear transformations, let us do the following example.

Example 6. Let $L$ be a straight line through the origin and denote by $S$ the transformation which reflects each vector in $\mathbf{X}$. Let $P$ denote the transformation of projection to $L$. If $\mathbf{X}$ is any vector, then $\frac{1}{2}(\mathbf{X}+S(\mathbf{X}))=P(\mathbf{X})$. Hence

$$
\mathbf{X}+S(\mathbf{X})=2 P(\mathbf{X})
$$

and so

$$
S(\mathbf{X})=2 P(\mathbf{X})-\mathbf{X}=(2 P-I)(\mathbf{X})
$$

Since this holds for every vector $\mathbf{X}$, we get

$$
\begin{equation*}
S=2 P-I \tag{6}
\end{equation*}
$$

Example 7. Let $L$ be a straight line through the origin and denote by $\theta$ the angle from the positive $x$-axis to $L$. Find the matrix of the transformation $S$ which reflects each vector in $L$. (See Fig. 2.30.) The vector $\mathbf{U}=\binom{\cos \theta}{\sin \theta}$ is a unit vector and lies on $L$. By (10) of Chapter 2.2, if $P$ is the transformation which projects to $L$, then

$$
m(P)=\left(\begin{array}{cc}
\cos ^{2} \theta & \sin \theta \cos \theta \\
\cos \theta \sin \theta & \sin ^{2} \theta
\end{array}\right) .
$$

By Example 6, $S=2 P-I$, so

$$
\begin{aligned}
m(S) & =2 m(P)-m(I)=\left(\begin{array}{cc}
2 \cos ^{2} \theta & 2 \cos \theta \sin \theta \\
2 \cos \theta \sin \theta & 2 \sin ^{2} \theta
\end{array}\right)-\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{ll}
2 \cos ^{2} \theta-1 & 2 \cos \theta \sin \theta \\
2 \cos \theta \sin \theta & 2 \sin ^{2} \theta-1
\end{array}\right) .
\end{aligned}
$$



Figure 2.30

By the double-angle formulae from trigonometry, we have

$$
\cos 2 \theta=2 \cos ^{2} \theta-1, \quad \sin 2 \theta=2 \sin \theta \cos \theta
$$

So

$$
m(S)=\left(\begin{array}{rr}
\cos 2 \theta & \sin 2 \theta  \tag{7}\\
\sin 2 \theta & -\cos 2 \theta
\end{array}\right)
$$

## Exercise 10.

(a) Using (7) show that $(m(S))^{2}=m(I)$.
(b) Give a geometric explanation of the result of part (a).

Exercise 11. Using formula (7), find the matrix of the transformation which reflects each vector in the line along $\binom{1}{2}$.

Exercise 12. Let $H_{k}$ be the transformation with matrix $\left(\begin{array}{ll}1 & 0 \\ k & 1\end{array}\right)$. Show $\left(\begin{array}{ll}1 & 0 \\ k & 1\end{array}\right)\left(\begin{array}{cc}1 & 0 \\ m & 1\end{array}\right)=\left(\begin{array}{cc}1 & 0 \\ k+m & 1\end{array}\right)$, and conclude that $H_{k} H_{m}=H_{k+m}$.
Exercise 13. Let $J_{k}$ be the transformation with matrix $\left(\begin{array}{ll}1 & k \\ 0 & 1\end{array}\right)$. Show that $J_{k} J_{m}$ $=J_{k+m}$.
Exercise 14. Conclude $H_{k} J_{m}$ and $J_{m} H_{k}$ for a given pair of scalars $k, m$.
Exercise 15. Describe the images of the unit square under the transformations $H_{1}, H_{2}, H_{-1}$.
Exercise 16. Describe the images of the unit square under the transformations $J_{1}, J_{2}, J_{-1}$.

Note: The transformations $H_{k}$ and $J_{m}$ are called shear transformations. The transformation $K$ with matrix

$$
m(K)=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)
$$

is called a permutation and its matrix is called a permutation matrix.
Exercise 17. Let $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ be a matrix. Show that

$$
\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{ll}
c & d \\
a & b
\end{array}\right)
$$

and

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)=\left(\begin{array}{ll}
b & a \\
d & c
\end{array}\right) .
$$

Note that multiplying a matrix on the left by a permutation matrix interchanges the rows, while the corresponding multiplication on the right interchanges the columns.

Permutation matrices and shear matrices, as well as the identity matrix, are called elementary matrices. A matrix

$$
\left(\begin{array}{cc}
d_{1} & 0 \\
0 & d_{2}
\end{array}\right)
$$

with entries 0 except on the diagonal is called a diagonal matrix.
Theorem 2.3. Let $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ be an arbitrary matrix. We can find elementary matrices $e_{1}, e_{2}, e_{3}, e_{4}$ and a diagonal matrix $\left(\begin{array}{cc}d_{1} & 0 \\ 0 & d_{2}\end{array}\right)$, such that

$$
e_{1} e_{2}\left(\begin{array}{ll}
a & b  \tag{8}\\
c & d
\end{array}\right) e_{3} e_{4}=\left(\begin{array}{cc}
d_{1} & 0 \\
0 & d_{2}
\end{array}\right)
$$

Proof. Suppose $a \neq 0$. We have

$$
\left(\begin{array}{cc}
1 & 0 \\
k & 1
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{cc}
a & b \\
k a+c & k b+d
\end{array}\right)
$$

Taking $k=-c / a$, we get

$$
\left(\begin{array}{ll}
1 & 0 \\
k & 1
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{ll}
a & b \\
0 & x
\end{array}\right)
$$

where $x=-(c / a) b+d$. Also,

$$
\left(\begin{array}{cc}
a & b \\
0 & x
\end{array}\right)\left(\begin{array}{cc}
1 & m \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
a & m a+b \\
0 & x
\end{array}\right) .
$$

Taking $m=-b / a$, we get

$$
\left(\begin{array}{ll}
a & b \\
0 & x
\end{array}\right)\left(\begin{array}{cc}
1 & m \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
a & 0 \\
0 & x
\end{array}\right)
$$

Thus we have

$$
\left(\begin{array}{ll}
1 & 0 \\
k & 1
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{cc}
1 & m \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
a & 0 \\
0 & x
\end{array}\right)
$$

and so (8) holds.
What if $a=0$ ? Either $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ is the zero matrix, or some entry is nonzero, say $c \neq 0$. Then

$$
\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{ll}
c & d \\
a & b
\end{array}\right) .
$$

Since $c \neq 0$, the preceding reasoning applies to $\left(\begin{array}{ll}c & d \\ a & b\end{array}\right)$ and we can choose shear matrices $e_{1}$ and $e_{3}$ such that

$$
e_{1}\left(\begin{array}{ll}
c & d \\
a & b
\end{array}\right) e_{3}=e_{1} e_{2}\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) e_{3}
$$

is a diagonal matrix, where $e_{2}=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$. So again (8) holds. If $b \neq 0$ or $d \neq 0$, we proceed in a similar way to obtain (8).

Example 8. Let us find formula (8) for the matrix $\left(\begin{array}{ll}0 & 5 \\ 2 & 3\end{array}\right)$.

$$
\begin{gathered}
\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\left(\begin{array}{ll}
0 & 5 \\
2 & 3
\end{array}\right)=\left(\begin{array}{ll}
2 & 3 \\
0 & 5
\end{array}\right), \\
\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\left(\begin{array}{ll}
0 & 5 \\
2 & 3
\end{array}\right)\left(\begin{array}{rr}
1 & -\frac{3}{2} \\
0 & 1
\end{array}\right)=\left(\begin{array}{ll}
2 & 3 \\
0 & 5
\end{array}\right)\left(\begin{array}{rr}
1 & -\frac{3}{2} \\
0 & 1
\end{array}\right)=\left(\begin{array}{ll}
2 & 0 \\
0 & 5
\end{array}\right) .
\end{gathered}
$$

Thus $\left(\begin{array}{ll}2 & 0 \\ 0 & 5\end{array}\right)$ is the diagonal matrix of formula (8) here.
Exercise 18. Find elementary matrices $e_{1}$ and $e_{3}$ and a diagonal matrix $\left(\begin{array}{cc}d_{1} & 0 \\ 0 & d_{2}\end{array}\right)$ such that

$$
e_{1}\left(\begin{array}{ll}
2 & 2 \\
3 & 3
\end{array}\right) e_{2}=\left(\begin{array}{cc}
d_{1} & 0 \\
0 & d_{2}
\end{array}\right)
$$

Figures 2.31a-f indicate the effects of elementary transformations and diagonal matrices. Figure 2.31a shows the identity transformation I. Figure 2.31 b shows the matrix with diagonal entries 2 and 1, Figure 2.31c shows the shear transformation $\mathrm{H}_{2}$, Figure 2.31d shows the permutation matrix $K$, Figure 2.31 e shows the shear $J_{2}$, and Figure 2.31f shows the diagonal matrix with entries 1 and 2.


Figure 2.31

## CHAPTER 2.4

## Inverses and Systems of Equations

## §1 Inverses

If $a, x, y$ are numbers, then

$$
a(x+y)=a x+a y .
$$

If $A$ is a linear transformation and $\mathbf{X}$ and $\mathbf{Y}$ are vectors, then by Theorem 2.1 of Chapter 2.2,

$$
A(\mathbf{X}+\mathbf{Y})=A(\mathbf{X})+A(\mathbf{Y})
$$

Thus we see that the operation which takes a number $x$ into the number $a x$ is somehow similar to the operation which takes a vector $\mathbf{X}$ into the vector $A(\mathbf{X})$, where $A$ is a linear transformation.

Next, consider the equation:

$$
\begin{equation*}
a x=y \tag{1}
\end{equation*}
$$

where $a$ and $y$ are given numbers, $a \neq 0$, and $x$ is an unknown number. We solve (1) by taking the reciprocal $1 / a$ of $a$, and multiplying both sides by it, arriving at

$$
\frac{1}{a}(a x)=\frac{1}{a} y, \quad \text { and so } \quad x=\frac{1}{a} y .
$$

As an analogue of equation (1) for vectors, we may consider a linear transformation $A$ and a vector $\mathbf{Y}$ and look for a vector $\mathbf{X}$ such that

$$
\begin{equation*}
A(\mathbf{X})=\mathbf{Y} . \tag{2}
\end{equation*}
$$

To solve (2) we should like to have an analogue of the reciprocal for the transformation $A$. Now the reciprocal $1 / a$ satisfies

$$
\frac{1}{a} \cdot a=1 \quad \text { and } \quad a \cdot \frac{1}{a}=1
$$

A reasonable analogue would be a linear transformation $B$ such that

$$
\begin{equation*}
B A=I \quad \text { and } \quad A B=I . \tag{3}
\end{equation*}
$$

Suppose we have found such a $B$. Then we can solve Eq. (2) by applying $B$ to both sides. This gives

$$
B(A(\mathbf{X}))=B(\mathbf{Y})
$$

But

$$
B(A(\mathbf{X}))=(B A)(\mathbf{X})=I(\mathbf{X})=\mathbf{X}
$$

so we get

$$
\begin{equation*}
\mathbf{X}=B(\mathbf{Y}) \tag{4}
\end{equation*}
$$

We can verify that (4) really gives a solution to (2) by applying $A$ to both sides of (4). This gives

$$
A(\mathbf{X})=A(B(\mathbf{Y}))=(A B)(\mathbf{Y})=I(\mathbf{Y})=\mathbf{Y}
$$

and so (2) is valid.
The problem of solving Eq. (2) will thus be resolved, provided we can find a linear transformation $B$ satisfying $B A=I$ and $A B=I$. Such a linear transformation $B$ is called an inverse of $A$.

Note that there is exactly one number which fails to have a reciprocal, namely the number 0 . It turns out that there are many linear transformations which have no inverse, and later on in this chapter we shall see how we can decide whether or not a given linear transformation has an inverse.

Let $A$ be a linear transformation. If $B$ is an inverse of $A$, then $B$ undoes the effect of $A$ on a vector in the following sense: if $A$ sends the vector $\mathbf{X}$ to the vector $\mathbf{Y}$, then $B$ sends the vector $\mathbf{Y}$ to the vector $\mathbf{X}$.

To see that this is so, consider a vector $\mathbf{X}$. Define $\mathbf{Y}=A(\mathbf{X})$. By (3),

$$
(B A)(\mathbf{X})=I(\mathbf{X}) \quad \text { or } \quad B(A(\mathbf{X}))=\mathbf{X}
$$

So $B(\mathbf{Y})=\mathbf{X}$, as we have claimed (see Fig. 2.32).
Example 1. Fix $r \neq 0$. Find the inverse of $D_{r}$, i.e., of stretching by $r$, where $D_{r}$ takes the vector $\mathbf{X}$ into the vector $r \mathbf{X}$. To undo this, we must multiply by the scalar $1 / r$. Thus, we set $B=D_{1 / r}$. Then if $\mathbf{X}$ is any vector,

$$
\left(B D_{r}\right)(\mathbf{X})=B\left(D_{r}(\mathbf{X})\right)=B(r \mathbf{X})=\frac{1}{r}(r \mathbf{X})=\mathbf{X}
$$

Hence, $B D_{r}=I$. Also,

$$
\left(D_{r} B\right)(\mathbf{X})=D_{r}(B(\mathbf{X}))=D_{r}\left(\frac{1}{r} \mathbf{X}\right)=r\left(\frac{1}{r} \mathbf{X}\right)=\mathbf{X}
$$

Thus, $B$ satisfies (3) and so $D_{1 / r}=B$ is an inverse of $D$.
Example 2. $R_{\theta}$ denotes rotation by $\theta$ radians. Find the inverse of $R_{\pi / 2}$.
Let $\mathbf{X}$ be a vector. $R_{\pi / 2}$ rotates $\mathbf{X}$ by $\pi / 2$ radians counterclockwise around 0 . To undo the effect of $R_{\pi / 2}$, we can rotate by $-\pi / 2$ radians.


Figure 2.32
Thus, we set $B=R_{-\pi / 2}$. If we prefer, we can write $B=R_{3 \pi / 2}$, since rotation by $-\pi / 2$ radians and rotation by $3 \pi / 2$ radians have the same effect on each vector, and so $R_{-\pi / 2}=R_{3 \pi / 2}$. Then, if $\mathbf{X}$ is a vector,

$$
\left(B R_{\pi / 2}\right)(\mathbf{X})=B\left(R_{\pi / 2}(\mathbf{X})\right)=R_{-\pi / 2}\left(R_{\pi / 2}(\mathbf{X})\right)=\mathbf{X}
$$

Thus, $B R_{\pi / 2}=I$. Also,

$$
\left(R_{\pi / 2} B\right)(\mathbf{X})=R_{\pi / 2}(B(\mathbf{X}))=R_{\pi / 2}\left(R_{-\pi / 2}(\mathbf{X})\right)=\mathbf{X}
$$

Thus, $R_{\pi / 2} B=I$. So $B$ satisfies (3), and $R_{-\pi / 2}=B$ is an inverse of $R_{\pi / 2}$.
Exercise 1. Find an inverse of $\boldsymbol{R}_{3 \pi / 4}$ -
Example 3. Let $L$ be a straight line through the origin. Let $S$ be reflection in the line $L$. Find an inverse to $S$ (see Fig. 2.33).


Figure 2.33

If we start with a vector $\mathbf{X}$, then reflect $\mathbf{X}$ in $L$ and then reflect in $L$ again, we return to $X$. In other words,

$$
S(S(\mathbf{X}))=\mathbf{X} \quad \text { or } \quad(S S)(\mathbf{X})=\mathbf{X}
$$

Thus, $S S=I$. Hence, if we take $A=S$ and $B=S$, then (3) is satisfied. So $S$ is an inverse of itself.

Note: For numbers, the analogous situation occurs when a number $a$ is its own reciprocal, as in case $a=1$ or $a=-1$.

Now let $A$ be an arbitrary linear transformation. Can $A$ have more than one inverse? Assume that $B$ and $C$ are two linear transformations each of which satisfies (3), i.e., assume

$$
\begin{equation*}
A B=I \quad \text { and } \quad B A=I \tag{5}
\end{equation*}
$$

and, also,

$$
\begin{equation*}
A C=I \quad \text { and } \quad C A=I . \tag{6}
\end{equation*}
$$

$\mathrm{By}(5), B A=I$.
Hence, $(B A) C=I C=C$.
By the associative property, $(B A) C=B(A C)$. So

$$
B(A C)=C
$$

By (6), $A C=I$, so $B(A C)=B I=B$. Hence,

$$
B=C .
$$

We have seen, then, that if $B$ and $C$ each is an inverse of $A$, then $B=C$. In other words, $A$ can have only one inverse. Thus we can speak of the inverse of $A$, and we denote this inverse, provided it exists, by $A^{-1}$. Thus, $A \cdot A^{-1}=I$ and $A^{-1} \cdot A=I$. Examples 1, 2, and 3 can then be expressed as follows:

$$
\begin{aligned}
\left(D_{r}\right)^{-1} & =D_{1 / r} \\
\left(R_{\pi / 2}\right)^{-1} & =R_{-\pi / 2} \\
S^{-1} & =S .
\end{aligned}
$$

Exercise 2. Let $T$ be the transformation with matrix $\left(\begin{array}{ll}2 & 0 \\ 0 & 5\end{array}\right)$, so that $T\binom{x}{y}=\binom{2 x}{5 y}$ for every vector $\binom{x}{y}$. Find the matrix of $T^{-1}$.

Exercise 3. Let $T$ be the transformation with matrix $\left(\begin{array}{ll}2 & 1 \\ 0 & 5\end{array}\right)$. Find the matrix of $T^{-1}$.

Example 4. Let $P$ be projection on the $x$-axis. Suppose $B$ is an inverse of $P$. Then, $B P=I$, so $(B P)(\mathbf{X})=\mathbf{X}$ for every vector $\mathbf{X}$.

Choose a vector $\mathbf{X}=\binom{0}{y}$ with $y \neq 0$. Then $P(\mathbf{X})=\binom{0}{0}$, and so

$$
(B P)(\mathbf{X})=B(P(\mathbf{X}))=B\binom{0}{0}=\mathbf{0} .
$$

Hence

$$
\mathbf{X}=(B P)(\mathbf{X})=\mathbf{0} .
$$

But $\mathbf{X}$ was not the zero vector, and so we have reached a contradiction. From this we are forced to conclude that there is no linear transformation $B$ satisfying $B P=I$. So $P$ has no inverse.

Next we observe that if $A$ is a linear transformation which has an inverse $A^{-1}$, then $A$ satisfies the following condition:

The only vector $\mathbf{X}$ with $A(\mathbf{X})=\mathbf{0}$ is the vector $\mathbf{X}=\mathbf{0}$.
To see this, choose $\mathbf{X}$ with $A(\mathbf{X})=\mathbf{0}$. Then $A^{-1}(A(\mathbf{X}))=A^{-1}(\mathbf{0})=\mathbf{0}$, and also $A^{-1}(A(\mathbf{X}))=\left(A^{-1} A\right)(\mathbf{X})=I(\mathbf{X})=\mathbf{X}$. So $\mathbf{X}=\mathbf{0}$, and so (7) is true.
Now let $A$ be a linear transformation with matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$. We shall prove:

Proposition 1. Condition (7) holds if and only if ad $-b c \neq 0$.
Proof. Suppose $a d-b c=0$. Then we have

$$
\begin{gathered}
A\binom{-b}{a}=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{-b}{a}=\binom{0}{-c b+a d}=\binom{0}{0}, \\
A\binom{d}{-c}=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{d}{-c}=\binom{a d-b c}{0}=\binom{0}{0} .
\end{gathered}
$$

If (7) holds, it follows that $\binom{-b}{a}=\binom{0}{0}$ and $\binom{d}{-c}=\binom{0}{0}$. Hence $a, b, c, d$ are all zero, so $A(\mathbf{X})=\mathbf{0}$ for every $\mathbf{X}$. But then (7) is false, so we have a contradiction. Hence if $a d-b c=0$, then (7) does not hold.
Conversely, suppose $a d-b c \neq 0$. Let $\mathbf{X}=\binom{x}{y}$ be a vector with $A(\mathbf{X})$ $=\mathbf{0}$. Then $\binom{0}{0}=A(\mathbf{X})=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)\binom{x}{y}=\binom{a x+b y}{c x+d y}$. So

$$
\begin{aligned}
& a x+b y=0 \\
& c x+d y=0 .
\end{aligned}
$$

Multiplying the first equation by $d$ and the second by $b$ and subtracting, we get

$$
(a d-b c) x=0,
$$

and hence $x=0$. Similarly, we get $y=0$. Hence $\mathbf{X}=\binom{x}{y}=\binom{0}{0}$. Thus
$\mathbf{X}=\mathbf{0}$ is the only vector with $A(\mathbf{X})=\mathbf{0}$, so (7) holds. The proposition is proved.

We saw earlier that if $A$ has an inverse, then (7) holds and so $a d-b c$ $\neq 0$. Let us now proceed in the converse direction.

Consider a linear transformation $A$ with matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$. Assume

$$
\begin{equation*}
a d-b c \neq 0 \tag{8}
\end{equation*}
$$

We seek an inverse $B$ for $A$. Set $m(B)=\left(\begin{array}{ll}p & q \\ r & s\end{array}\right)$, where $p, q, r, s$ are unknown numbers. We must have

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\left(\begin{array}{ll}
p & q \\
r & s
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
$$

so

$$
\begin{align*}
& a p+b r=1 \\
& c p+d r=0 \tag{9}
\end{align*}
$$

and

$$
\begin{aligned}
& a q+b s=0 \\
& c q+d s=1
\end{aligned}
$$

Hence

$$
\begin{aligned}
& d a p+d b r=d \\
& b c p+b d r=0
\end{aligned}
$$

and so

$$
(a d-b c) p=d
$$

and, since (8) holds, we get

$$
p=\frac{d}{a d-b c}
$$

To simplify the notation, we set $\Delta=a d-b c$.
Exercise 4. Using the system (9), show that

$$
\begin{equation*}
r=\frac{-c}{\Delta} \tag{10}
\end{equation*}
$$

Exercise 5. Using the relations

$$
\begin{aligned}
& a q+b s=0 \\
& c q+d s=1
\end{aligned}
$$

show that

$$
\begin{equation*}
q=\frac{-b}{\Delta} \quad \text { and } \quad s=\frac{a}{\Delta} \tag{11}
\end{equation*}
$$

We have obtained

$$
\left[\begin{array}{ll}
p & q \\
r & s
\end{array}\right]=\left[\begin{array}{cc}
\frac{d}{\Delta} & \frac{-b}{\Delta} \\
\frac{-c}{\Delta} & \frac{a}{\Delta}
\end{array}\right]
$$

Exercise 6. Calculate

$$
\left[\begin{array}{cc}
\frac{d}{\Delta} & \frac{-b}{\Delta} \\
\frac{-c}{\Delta} & \frac{a}{\Delta}
\end{array}\right]\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \text { and }\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]\left[\begin{array}{cc}
\frac{d}{\Delta} & \frac{-b}{\Delta} \\
\frac{-c}{\Delta} & \frac{a}{\Delta}
\end{array}\right]
$$

Show that both products equal $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$.
Earlier we saw that if $A$ has an inverse, then $a d-b c \neq 0$. Combining this with Exercise 6, we have

Theorem 2.4. Let $A$ be a linear transformation with matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$.
(i) If $A$ has an inverse, then $a d-b c \neq 0$;
(ii) If $a d-b c \neq 0$, then $A$ has an inverse $B$ and

$$
m(B)=\left[\begin{array}{cc}
\frac{d}{\Delta} & \frac{-b}{\Delta}  \tag{12}\\
\frac{-c}{\Delta} & \frac{a}{\Delta}
\end{array}\right]
$$

where $\Delta$ denotes $a d-b c$.
Example 5. Let A have the matrix $\left(\begin{array}{ll}1 & 2 \\ 3 & 4\end{array}\right)$. Since $1 \cdot 4-2 \cdot 3=-2 \neq 0, A$ has an inverse $A^{-1}$. The matrix of $A^{-1}$ is

$$
\left(\begin{array}{cc}
\frac{4}{-2} & \frac{-2}{-2} \\
\frac{-3}{-2} & \frac{1}{-2}
\end{array}\right)=\left(\begin{array}{cc}
-2 & 1 \\
\frac{3}{2} & -\frac{1}{2}
\end{array}\right)
$$

Example 6. Solve the system

$$
\begin{align*}
x+2 y & =4  \tag{13}\\
3 x+4 y & =0
\end{align*}
$$

for $x$ and $y$.
We write the system in the form

$$
A\binom{x}{y}=\left(\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right)\binom{x}{y}=\binom{4}{0}
$$

By the preceding example, $A^{-1}$ has the matrix $\left(\begin{array}{cc}-2 & 1 \\ 3 / 2 & -1 / 2\end{array}\right)$. Hence,

$$
\binom{x}{y}=A^{-1}\binom{4}{0}=\left(\begin{array}{cc}
-2 & 1 \\
3 / 2 & -1 / 2
\end{array}\right)\binom{4}{0}=\binom{-8}{6} .
$$

Hence, the solution is

$$
x=-8, \quad y=6
$$

## §2. Systems of Linear Equations

We consider the following system of two equations in two unknowns:

$$
\begin{align*}
& a x+b y=u,  \tag{14}\\
& c x+d y=v .
\end{align*}
$$

For each choice of numbers $u, v$, we may ask: Does the system (14) have a solution $x, y$ ? And if (14) has a solution, is this solution unique?
We may write the above system in matrix form by introducing the linear transformation $A$ with matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$. Then the system (14) may be written

$$
\begin{equation*}
A(\mathbf{X})=\mathbf{U}, \tag{15}
\end{equation*}
$$

where $\mathbf{X}$ is the vector $\binom{x}{y}$ and $\mathbf{U}=\binom{u}{v}$.
Suppose that the transformation $A$ has an inverse $A^{-1}$. For given vector $\mathbf{U}$,

$$
A\left(A^{-1}(\mathbf{U})\right)=\left(A A^{-1}\right)(\mathbf{U})=\mathbf{U}
$$

so $\mathbf{X}=A^{-1}(\mathbf{U})$ is a solution of (15). Conversely, if $\mathbf{X}$ is a solution of (15), then

$$
\mathbf{X}=A^{-1}(A(\mathbf{X}))=A^{-1}(\mathbf{U}) .
$$

So (15) has the unique solution $\mathbf{X}=A^{-1}(\mathbf{U})$.
In particular, if $\mathbf{U}=0$, we find that $\mathbf{X}=\binom{0}{0}=A^{-1}\binom{0}{0}$ is the unique solution of the system

$$
\begin{align*}
& a x+b y=0 \\
& c x+d y=0 \tag{16}
\end{align*}
$$

This system, with zero on the right-hand side, is called the homogeneous system associated with the system (14).

No matter what the matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ is, the homogeneous system has at least one solution, the solution $\mathbf{X}=\binom{0}{0}$. This is called the trivial solution of
the homogeneous system, and we have seen above that if $A$ has an inverse, then the trivial solution is the only solution of the homogeneous system. If $A$ does not have an inverse, then by Theorem $2.4, a d-b c=0$, and so by Proposition 1 in $\S 1$ of this chapter, there is a nonzero vector $\mathbf{X}=\binom{x}{y}$ with $A(\mathbf{X})=\mathbf{0}$. Then $x, y$ is a nontrivial solution of the homogeneous system (16).

What is the totality of solutions of (16)? If $a, b, c, d$ are all 0 , then every vector $\binom{x}{y}$ in the plane is a solution. If $a$ and $b$ are both 0 , but $c$ and $d$ are not both 0 , then the solutions are all $\binom{x}{y}$ with $c x+d y=0$, and so the totality of solutions is the line $c x+d y=0$. A similar statement holds if $c$ and $d$ are both 0 , but $a$ and $b$ are not both 0 .

Finally, if $A$ does not have an inverse and either $a \neq 0$ or $b \neq 0$ and, also, either $c \neq 0$ or $d \neq 0$, we may conclude that the totality of solutions of (16) is the line through the origin orthogonal to $\binom{a}{b}$.

We can summarize what we have found so far in the following two propositions.

Proposition 2. The system (14) has a unique solution for every vector $\binom{u}{v}$ if and only if the transformation $A$ has an inverse.

Proposition 3. The homogeneous system (16) has a nontrivial solution if and only if A fails to have an inverse. In this case the totality of solutions of (16) is either the whole plane or a line through the origin.

Now suppose that $A$ fails to have an inverse, and $A \neq 0$. Then the solutions of (16) form a line through the origin, or, in other words, if we fix one nonzero solution $\mathbf{X}^{h}$ of (16), then every solution of (16) equals $t \mathbf{X}^{h}$ for some scalar $t$. If $\mathbf{X}$ and $\overline{\mathbf{X}}$ are two solutions of the system $A(\mathbf{X})=\mathbf{U}$, then

$$
A(\mathbf{X}-\overline{\mathbf{X}})=A(\mathbf{X})-A(\overline{\mathbf{X}})=\mathbf{U}-\mathbf{U}=\mathbf{0}
$$

so $\mathbf{X}-\overline{\mathbf{X}}$ is a solution of (3). Hence $\mathbf{X}-\overline{\mathbf{X}}=t \mathbf{X}^{h}$ and so for some $t$,

$$
\mathbf{X}=\overline{\mathbf{X}}+t \mathbf{X}^{h}
$$

We can therefore describe all solutions of the nonhomogeneous system (15) in the following way:

Proposition 4. Assume $A$ is not the zero transformation. If $A$ does not have an inverse, then if $\overline{\mathbf{X}}$ is a particular solution of $(15)$, so that $A(\overline{\mathbf{X}})=\mathbf{U}$, we may express every solution of (15) in the form $\overline{\mathbf{X}}+t \mathbf{X}^{h}$, where $\mathbf{X}^{h}$ is a non-trivial solution of the homogeneous system (16).

Example 7. Find all solutions of the system

$$
\begin{align*}
x+2 y & =3  \tag{17}\\
-2 x-4 y & =-6
\end{align*}
$$

The corresponding homogeneous system is

$$
\begin{array}{r}
x+2 y=0 \\
-2 x-4 y=0
\end{array}
$$

and the solutions to this system are the multiples $t\binom{-2}{1}$ of a vector $\mathbf{X}^{h}$ perpendicular to $\binom{1}{2}$ and $\binom{-2}{-4}$. We observe that $\binom{x}{y}=\binom{1}{1}$ is a particular solution of the system (17), so it follows, by the above proposition, that the set of all solutions is given by

$$
\mathbf{X}=\binom{1}{1}+t\binom{-2}{1}=\binom{1-2 t}{1+t}
$$

Example 8. Find all solutions of the system

$$
\begin{align*}
x+2 y & =3 \\
-2 x+4 y & =-6 \tag{18}
\end{align*}
$$

In this case the matrix $\left(\begin{array}{cc}1 & 2 \\ -2 & 4\end{array}\right)$ has an inverse, $\frac{1}{8}\left(\begin{array}{cc}4 & -2 \\ 2 & 1\end{array}\right)$, so the unique solution to the system (18) is given by

$$
\frac{1}{8}\left(\begin{array}{cc}
4 & -2 \\
2 & 1
\end{array}\right)\binom{3}{-6}=\binom{3}{0}
$$

Example 9. Find all solutions of the system

$$
\begin{array}{r}
x+2 y=3 \\
-2 x-4 y=5 \tag{19}
\end{array}
$$

In this case the system (19) has no solution. If we had a solution to the first equation, we could multiply both sides of the equation by -2 , to get

$$
-2 x-4 y=-6
$$

and this is inconsistent with the second equation,

$$
-2 x-4 y=5
$$

More generally, we can get a solution of the system

$$
\begin{aligned}
x+2 y & =u \\
-2 x-4 y & =v
\end{aligned}
$$

if and only if

$$
-2 x-4 y=-2 u
$$

and

$$
-2 x-4 y=v
$$

are consistent, i.e., if $-2 u=v$. For example, in the system (17), we have $u=3, v=-6$.

Exercise 7. Find all solutions of the following systems.
(a) $2 x+y=0$, $3 x-y=0$.
(b) $2 x+y=0$,
$-4 x-2 y=0$.
Exercise 8. Find all solutions of the following systems.
(a) $2 x+y=1$, $3 x-y=1$.
(b) $2 x+y=1$, $-4 x-2 y=1$.

Exercise 9. Find all solutions of the system

$$
\begin{aligned}
2 x+y & =1 \\
-4 x-2 y & =-2
\end{aligned}
$$

Exercise 10. Find all solutions of the system

$$
\begin{aligned}
x+y & =10, \\
5 x+5 y & =50 .
\end{aligned}
$$

Exercise 11. For what choices of the numbers $u, v$ does the system

$$
\begin{aligned}
x+y & =u \\
5 x+5 y & =v
\end{aligned}
$$

have a solution?

## §3. Inverses of Shears and Permutations

Recall the elementary matrices, $H_{k}, J_{k}$, and $K$ which we discussed at the end of Chapter 2.3. We had

$$
m\left(H_{k}\right)=\left(\begin{array}{cc}
1 & 0 \\
k & 1
\end{array}\right), \quad m\left(J_{k}\right)=\left(\begin{array}{cc}
1 & k \\
0 & 1
\end{array}\right), \quad m(K)=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) .
$$

Exercise 12. Show that

$$
H_{k}^{-1}=H_{-k}, \quad J_{k}^{-1}=J_{-k}, \quad K^{-1}=K .
$$

## CHAPTER 2.5

## Determinants

Let $A$ be a linear transformation with matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$. The quantity

$$
a d-b c
$$

is called the determinant of the matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ and is denoted

$$
\left|\begin{array}{ll}
a & b  \tag{1}\\
c & d
\end{array}\right| .
$$

Expressed in these terms, Theorem 2.4 states that $A$ has an inverse if and only if $\left|\begin{array}{ll}a & b \\ c & d\end{array}\right| \neq 0$. We shall see that the determinant gives us further information about the behavior of $A$.

Consider a pair of vectors $\mathbf{X}_{1}, \mathbf{X}_{2}$ regarded as an ordered pair with $\mathbf{X}_{1}$ first and $X_{2}$ second. Denote by $\alpha$ the angle from $X_{1}$ to $X_{2}$, measured counterclockwise, and assume that $\alpha \neq 0$ and $\alpha \neq \pi$.

If $\sin \alpha>0$, we say that the pair $\mathbf{X}_{1}, \mathbf{X}_{2}$ is positively oriented. This holds exactly when $\alpha$ lies between 0 and $\pi$ (see Fig. 2.34). If $\sin \alpha<0$, we say the pair $\mathbf{X}_{1}, \mathbf{X}_{2}$ is negatively oriented. This holds if $\alpha$ is between $\pi$ and $2 \pi$ (see Fig. 2.35).

Example 1. The pair $\mathbf{E}_{1}, \mathbf{E}_{2}$ is positively oriented (see Fig. 2.36). The pair $\mathbf{E}_{1},-\mathbf{E}_{2}$ is negatively oriented (see Fig. 2.37). The pair $\mathbf{E}_{2}, \mathbf{E}_{1}$ is negatively oriented (see Fig. 2.38). The pair $\binom{1}{2},\binom{-1}{2}$ is positively oriented (see Fig. 2.39).

We saw in (20), Chapter 2.0, that if $\binom{x}{y}$ and $\binom{u}{v}$ are two vectors and if $\alpha$
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is the angle from $\binom{x}{y}$ to $\binom{u}{v}$, then

$$
\sin \alpha=\frac{x v-y u}{\sqrt{x^{2}+y^{2}} \sqrt{u^{2}+v^{2}}} .
$$

Now let $\mathbf{X}_{1}=\binom{x_{1}}{y_{1}}, \mathbf{X}_{2}=\binom{x_{2}}{y_{2}}$ be a given pair of vectors. How can we tell from the numbers $x_{1}, y_{1}, x_{2}, y_{2}$ whether or not the pair $\mathbf{X}_{1}, \mathbf{X}_{2}$ is positively oriented? Let $\alpha$ denote the angle from $\mathbf{X}_{1}$ to $\mathbf{X}_{2}$, measured counterclockwise. By the preceding,

$$
\begin{equation*}
\sin \alpha=\frac{x_{1} y_{2}-y_{1} x_{2}}{\sqrt{x_{1}^{2}+y_{1}^{2}} \sqrt{x_{2}^{2}+y_{2}^{2}}} . \tag{2}
\end{equation*}
$$
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Hence, $\sin \alpha>0$ if and only if $x_{1} y_{2}-y_{1} x_{2}>0$. But $x_{1} y_{2}-y_{1} x_{2}=$ $\left|\begin{array}{ll}x_{1} & x_{2} \\ y_{1} & y_{2}\end{array}\right|$. So, we conclude:

The pair $\mathbf{X}_{1}, \mathbf{X}_{2}$ is positively oriented if

$$
\text { and only if the determinant }\left|\begin{array}{ll}
x_{1} & x_{2}  \tag{3}\\
y_{1} & y_{2}
\end{array}\right|>0 .
$$

Next let $A$ be a linear transformation which has an inverse. We say that A preserves orientation if whenever $\mathbf{X}_{1}, \mathbf{X}_{2}$ is a positively oriented pair of
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vectors, then the pair $A\left(\mathbf{X}_{1}\right), A\left(\mathbf{X}_{2}\right)$ of image-vectors is again positively oriented.

## Example 2.

(a) Rotation by $R_{\pi / 2}$ preserves orientation;
(b) $D_{3}$, stretching by 3 , preserves orientation;
(c) reflection in the $x$-axis does not preserve orientation.

Let $A$ be a linear transformation which preserves orientation and let $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ be its matrix. Set $\mathbf{E}_{1}=\binom{1}{0}, \mathbf{E}_{2}=\binom{0}{1}$. The pair $\mathbf{E}_{1}, \mathbf{E}_{2}$ is positively oriented. Hence, the pair $A\left(\mathbf{E}_{1}\right), A\left(\mathbf{E}_{2}\right)$ is positively oriented. $A\left(\mathbf{E}_{1}\right)=\binom{a}{c}$, $A\left(\mathbf{E}_{2}\right)=\binom{b}{d}$. So by (3), we have

$$
\left|\begin{array}{ll}
a & b \\
c & d
\end{array}\right|>0
$$

Thus, if $A$ preserves orientation, then the determinant is positive. Conversely, suppose $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)>0$ and let us see whether it follows that $A$ preserves orientation. Let $\mathbf{X}_{1}=\binom{x_{1}}{y_{1}}, \mathbf{X}_{2}=\binom{x_{2}}{y_{2}}$ be a positively oriented pair of vectors. Then

$$
A\left(\mathbf{X}_{1}\right)=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{x_{1}}{y_{1}}=\binom{a x_{1}+b y_{1}}{c x_{1}+d y_{1}}
$$

and

$$
A\left(\mathbf{X}_{2}\right)=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{x_{2}}{y_{2}}=\binom{a x_{2}+b y_{2}}{c x_{2}+d y_{2}}
$$

The pair $A\left(\mathbf{X}_{1}\right), A\left(\mathbf{X}_{2}\right)$ is positively oriented, by (3), if and only if the determinant

$$
\left|\begin{array}{ll}
a x_{1}+b y_{1} & a x_{2}+b y_{2} \\
c x_{1}+d y_{1} & c x_{2}+d y_{2}
\end{array}\right|>0 .
$$

This determinant equals

$$
\begin{aligned}
\left(a x_{1}+\right. & \left.b y_{1}\right)\left(c x_{2}+d y_{2}\right)-\left(a x_{2}+b y_{2}\right)\left(c x_{1}+d y_{1}\right) \\
= & a c x_{1} x_{2}+b d y_{1} y_{2}+a d x_{1} y_{2}+b c y_{1} x_{2} \\
& -a c x_{2} x_{1}-b d y_{2} y_{1}-a d x_{2} y_{1}-b c y_{2} x_{1} \\
= & a d\left(x_{1} y_{2}-x_{2} y_{1}\right)-b c\left(x_{1} y_{2}-x_{2} y_{1}\right) \\
= & (a d-b c)\left(x_{1} y_{2}-x_{2} y_{1}\right)
\end{aligned}
$$

So we have found

$$
\left|\begin{array}{ll}
a x_{1}+b y_{1} & a x_{2}+b y_{2}  \tag{4}\\
c x_{1}+d y_{1} & c x_{2}+d y_{2}
\end{array}\right|=\left|\begin{array}{ll}
a & b \\
c & d
\end{array}\right| \cdot\left|\begin{array}{cc}
x_{1} & x_{2} \\
y_{1} & y_{2}
\end{array}\right|
$$

Since $\mathbf{X}_{1}, \mathbf{X}_{2}$ is positively oriented, the determinant $\left|\begin{array}{ll}x_{1} & x_{2} \\ y_{1} & y_{2}\end{array}\right|>0$. By hypothesis, $\left|\begin{array}{ll}a & b \\ c & d\end{array}\right|>0$. So

$$
\left|\begin{array}{ll}
a x_{1}+b y_{1} & a x_{2}+b y_{2} \\
c x_{1}+d y_{1} & c x_{2}+d y_{2}
\end{array}\right|>0
$$

and so the pair $A\left(\mathbf{X}_{1}\right), A\left(\mathbf{X}_{2}\right)$ is positively oriented. If $\left|\begin{array}{ll}a & b \\ c & d\end{array}\right|<0$, the same calculation shows that $A\left(\mathbf{X}_{1}\right), A\left(\mathbf{X}_{2}\right)$ is negatively oriented. In the preceding, the pair $\mathbf{X}_{1}, \mathbf{X}_{2}$ could be any given positively oriented pair of vectors. So we have proved the following:

Theorem 2.5. Let $A$ be a linear transformation with matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$. If $\left|\begin{array}{ll}a & b \\ c & d\end{array}\right|>0$, then $A$ preserves orientation. If $\left|\begin{array}{ll}a & b \\ c & d\end{array}\right|<0$, then $A$ does not preserve orientation.

Let us say that $A$ reverses orientation if whenever $\mathbf{X}_{1}, \mathbf{X}_{2}$ is a positively oriented pair, then $A\left(\mathbf{X}_{1}\right), A\left(\mathbf{X}_{2}\right)$ is a negatively oriented pair. If we look back over our preceding argument, we see that, in fact, we have shown: if $\left|\begin{array}{ll}a & b \\ c & d\end{array}\right|<0$, then $A$ reverses orientation.


Figure 2.40

Next, we shall calculate the effect of a transformation $A$ on area. Let $A$ have the matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ and assume $\left|\begin{array}{ll}a & b \\ c & d\end{array}\right|>0$. Let $\pi$ be a parallelogram, two of whose sides are the vectors $\mathbf{X}_{1}=\binom{x_{1}}{y_{1}}$ and $\mathbf{X}_{2}=\binom{x_{2}}{y_{2}}$, such that the pair $\mathbf{X}_{1}, \mathbf{X}_{2}$ is positively oriented.

Let $A(\pi)$ be the image of $\pi$ under $A$, i.e., $A(\pi)=\{A(\mathbf{X}) \mid \mathbf{X}$ is a vector in $\pi\}$ (see Figs. 2.40 and 2.41). By (3), $\left|\begin{array}{ll}x_{1} & x_{2} \\ y_{1} & y_{2}\end{array}\right|>0$. By (25), Chapter 2.0,

$$
\operatorname{area}(\pi)=\left|\begin{array}{ll}
x_{1} & x_{2}  \tag{5}\\
y_{1} & y_{2}
\end{array}\right| .
$$



Figure 2.41

By Theorem 2.5 $A\left(\mathbf{X}_{1}\right), A\left(\mathbf{X}_{2}\right)$ is a positively oriented pair. By (5), with $A(\pi)$ replacing $\pi$,

$$
\operatorname{area}(A(\pi))=\left|\begin{array}{ll}
a x_{1}+b y_{1} & a x_{2}+b y_{2} \\
c x_{1}+d y_{1} & c x_{2}+d y_{2}
\end{array}\right|
$$

By calculation (4), this determinant equals $\left|\begin{array}{ll}a & b \\ c & d\end{array}\right| \cdot\left|\begin{array}{ll}x_{1} & x_{2} \\ y_{1} & y_{2}\end{array}\right|$. Thus, we have

$$
\operatorname{area}(A(\pi))=\left|\begin{array}{ll}
a & b  \tag{6}\\
c & d
\end{array}\right| \operatorname{area}(\pi) .
$$

If we instead assume that $\left|\begin{array}{ll}a & b \\ c & d\end{array}\right|<0$ and perform the corresponding calculation, we get

$$
\operatorname{area}(A(\pi))=-\left|\begin{array}{ll}
a & b  \tag{7}\\
c & d
\end{array}\right| \operatorname{area}(\pi)
$$

We thus have:
Theorem 2.6. Let A be a linear transformation with matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ such that $\left|\begin{array}{ll}a & b \\ c & d\end{array}\right| \neq 0$. If $\pi$ is any parallelogram with one vertex at 0 , then

$$
\left.\operatorname{area}(A(\pi))=\left(\text { absolute value of } \left\lvert\, \begin{array}{ll}
a & b \\
c & d
\end{array}\right.\right)\right) \operatorname{area}(\pi) .
$$

We can derive an interesting consequence from Theorem 2.6. If $C$ is a linear transformation, we write $\operatorname{det} C$ for the determinant of the matrix of $C$. Now let $A, B$ be two linear transformations. Assume $\operatorname{det} A>0, \operatorname{det} B$ $>0$. Then $A$ preserves orientation and $B$ preserves orientation. It follows that $B A$ preserves orientation. Let $Q$ be the unit square $Q=\{(x, y) \mid$ $0 \leqslant x \leqslant 1,0 \leqslant y \leqslant 1\}$.

$$
(B A)(Q)=B(A(Q)) .
$$

so

$$
\operatorname{area}((B A)((Q)))=\operatorname{area}(B(A(Q)))=(\operatorname{det} B) \operatorname{area}(A(Q)),
$$

by Theorem 2.6. Hence,

$$
\operatorname{det}(B A) \operatorname{area}(Q)=(\operatorname{det} B)(\operatorname{det} A) \operatorname{area}(Q) .
$$

It follows that

$$
\begin{equation*}
\operatorname{det}(B A)=(\operatorname{det} B)(\operatorname{det} A) . \tag{8}
\end{equation*}
$$

We have obtained this under the assumption $\operatorname{det} A>0$ and $\operatorname{det} B>0$. Recall the earlier result:

$$
\left|\begin{array}{ll}
a x_{1}+b y_{1} & a x_{2}+b y_{2} \\
c x_{1}+d y_{1} & c x_{2}+d y_{2}
\end{array}\right|=\left|\begin{array}{ll}
a & b \\
c & d
\end{array}\right| \cdot\left|\begin{array}{ll}
x_{1} & x_{2} \\
y_{1} & y_{2}
\end{array}\right| .
$$

For this formula, $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ and $\left(\begin{array}{ll}x_{1} & x_{2} \\ y_{1} & y_{2}\end{array}\right)$ are any two matrices, and on the left-hand side we have the matrix of $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)\left(\begin{array}{ll}x_{1} & x_{2} \\ y_{1} & y_{2}\end{array}\right)$. So (8) is true without restriction. We have:

Theorem 2.7. If $A, B$ are two linear transformations, then

$$
\operatorname{det}(B A)=(\operatorname{det} B)(\operatorname{det} A)
$$

Exercise 1. Calculate the product of the matrices $\left(\begin{array}{ll}1 & 2 \\ 3 & 4\end{array}\right)$ and $\left(\begin{array}{cc}-1 & 1 \\ 0 & 5\end{array}\right)$ and verify Theorem 2.7 when $A=\left(\begin{array}{ll}1 & 2 \\ 3 & 4\end{array}\right)$ and $B=\left(\begin{array}{cc}-1 & 1 \\ 0 & 5\end{array}\right)$.

Exercise 2. Let $Q$ be the square of side 1 whose edges are parallel to the coordinate axes and whose lower left-hand corner is at $\binom{2}{5}$. If $A$ is a linear transformation, define

$$
A(Q)=\{A(\mathbf{X}) \mid \text { the vector } \mathbf{X} \text { is in } Q\} .
$$

In each of the following cases, sketch $A(Q)$ and find $\operatorname{area}(A(Q))$.
(i) Matrix of $A$ is $\left(\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right)$.
(ii) Matrix of $A$ is $\left(\begin{array}{ll}2 & 0 \\ 1 & 3\end{array}\right)$.
(iii) Matrix of $A$ is $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$.

Exercise 3. Show that the conclusion of Theorem 2.6 remains valid when $\pi$ is any parallelogram, not necessarily with one vertex at 0 .

Exercise 4. In this exercise $Q_{1}, Q_{2}$, etc., are rectangles with sides parallel to the axes. $Q_{1}$ is the square of side 10 with lower left-hand corner at $\binom{0}{0} . Q_{2}$ and $Q_{3}$ are squares of side 2 with lower left-hand corners at $\binom{2}{6}$ and $\binom{6}{6}$, respectively. $Q_{4}$ is a square of side 1 with lower left-hand corner at $\binom{4.5}{4} \cdot Q_{5}$ is the rectangle of height 1 , base 4, with lower left-hand corner at $\binom{3}{1}$. We denote by $W$ the region obtained by removing from $Q_{1}$ the figures $Q_{2}, Q_{3}, Q_{4}, Q_{5}$.
(a) Draw $W$ on graph paper.
(b) Let $A$ be the linear transformation having matrix $\left(\begin{array}{ll}1 & 0 \\ 1 & 1\end{array}\right)$.
(c) Draw the image $A(W)$ on graph paper.
(d) What is the area of $A(W)$ ?

## §1. Isometries of the Plane

Let us find all linear transformation $T$ which preserve length, i.e., such that for every segment, the length of the image of the segment under $T$ equals the length of the segment, or, in other words, whenever $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ are two vectors, then

$$
\begin{equation*}
\left|T\left(\mathbf{X}_{1}\right)-T\left(\mathbf{X}_{2}\right)\right|=\left|\mathbf{X}_{1}-\mathbf{X}_{2}\right| . \tag{9}
\end{equation*}
$$

Such a transformation is called an isometry.
We know that $T\left(\mathbf{X}_{1}\right)-T\left(\mathbf{X}_{2}\right)=T\left(\mathbf{X}_{1}-\mathbf{X}_{2}\right)$. So (9) says that

$$
\left|T\left(\mathbf{X}_{1}-\mathbf{X}_{2}\right)\right|=\left|\mathbf{X}_{1}-\mathbf{X}_{2}\right| .
$$

Hence (9) holds, provided we have

$$
\begin{equation*}
|T(\mathbf{X})|=|\mathbf{X}| \quad \text { for every vector } \mathbf{X} \tag{10}
\end{equation*}
$$

Conversely, if (9) holds, we get (10) by setting $\mathbf{X}_{1}=\mathbf{X}, \mathbf{X}_{2}=\mathbf{0}$. So (9) and (10) are equivalent conditions.

Let $T$ be a linear transformation satisfying (10) and denote by $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ the matrix of $T$. What consequences follow for the entries $a, b, c, d$ from the fact that $T$ preserves length, i.e., that (10) is true?

Set $\mathbf{X}=\binom{x}{y}$. Then

$$
T(\mathbf{X})=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{x}{y}=\binom{a x+b y}{c x+d y}
$$

and so

$$
|T(\mathbf{X})|=\sqrt{(a x+b y)^{2}+(c x+d y)^{2}}
$$

Since $|T(\mathbf{X})|=|\mathbf{X}|=\sqrt{x^{2}+y^{2}}$, we have

$$
\sqrt{(a x+b y)^{2}+(c x+d y)^{2}}=\sqrt{x^{2}+y^{2}}
$$

and so, simplifying, we get

$$
a^{2} x^{2}+2 a b x y+b^{2} y^{2}+c^{2} x^{2}+2 c d x y+d^{2} y^{2}=x^{2}+y^{2}
$$

i.e.,

$$
\begin{equation*}
\left(a^{2}+c^{2}\right) x^{2}+\left(b^{2}+d^{2}\right) y^{2}+(2 a b+2 c d) x y=x^{2}+y^{2} . \tag{11}
\end{equation*}
$$

This holds for every vector $\mathbf{X}=\binom{x}{y}$. Setting $\mathbf{X}=\binom{1}{0}$, we get

$$
\begin{equation*}
a^{2}+c^{2}=1 \tag{i}
\end{equation*}
$$

and setting $\mathbf{X}=\binom{0}{1}$, we get

$$
\begin{equation*}
b^{2}+d^{2}=1 \tag{ii}
\end{equation*}
$$

Inserting this information in (11) and simplifying, we get

$$
(2 a b+2 c d) x y=0
$$

Setting $x=1, y=1$ and dividing by 2 , we get

$$
\begin{equation*}
a b+c d=0 \tag{iii}
\end{equation*}
$$

Thus relations (i), (ii), and (iii) are consequences of (10). We can interpret these relations geometrically. Set

$$
\mathbf{U}=\binom{a}{c}, \quad \mathbf{V}=\binom{b}{d}
$$

Then (i), (ii), and (iii) say that:

$$
|\mathbf{U}|=1, \quad|\mathbf{V}|=1, \quad \text { and } \quad \mathbf{U} \cdot \mathbf{V}=0
$$

Since $|\mathbf{U}|=1$, we can write $\binom{a}{c}=\mathbf{U}=\binom{\cos \theta}{\sin \theta}$, where $\theta$ is the polar angle of $\mathbf{U}$, so $a=\cos \theta, c=\sin \theta$.

Since $\mathbf{U} \cdot \mathbf{V}=0$ and $|\mathbf{V}|=1, \mathbf{V}$ is obtained from $\mathbf{U}$ either by a positive or a negative rotation by $\pi / 2$. In the first case, $\binom{b}{d}=\mathbf{V}=R_{\pi / 2}\binom{\cos \theta}{\sin \theta}$ $=\binom{-\sin \theta}{\cos \theta}$, so $b=-\sin \theta, d=\cos \theta$. Hence,

$$
\left(\begin{array}{ll}
a & b  \tag{12}\\
c & d
\end{array}\right)=\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right) .
$$

In the second case, $\binom{b}{d}=\mathbf{V}=R_{-\pi / 2}\binom{\cos \theta}{\sin \theta}=\binom{\sin \theta}{-\cos \theta}$, so $b=\sin \theta$, $d=-\cos \theta$. Hence,

$$
\left(\begin{array}{ll}
a & b  \tag{13}\\
c & d
\end{array}\right)=\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
\sin \theta & -\cos \theta
\end{array}\right) .
$$

We recognize the matrix (12) as the matrix of the rotation $R_{\theta}$ (see Fig. 2.42). Also, we recall that in Chapter 2.3, we saw that $\left(\begin{array}{cc}\cos 2 \theta & \sin 2 \theta \\ \sin 2 \theta & -\cos 2 \theta\end{array}\right)$ is the matrix of the reflection in the line through the origin in which forms an angle $\theta$ with the positive $x$-axis. It follows that the matrix $\left(\begin{array}{rr}\cos \theta & \sin \theta \\ \sin \theta & -\cos \theta\end{array}\right)$ in (13) is the matrix of reflection through the line forming an angle $\frac{1}{2} \theta$ with the positive $x$-axis. So we have:

Theorem 2.8. Let $T$ be a length-preserving linear transformation, i.e., assume that $T$ satisfies (10). Then either the matrix of $T$ is $\left(\begin{array}{cc}\cos \theta & -\sin \theta \\ \sin \theta & \cos \theta\end{array}\right)$ for some number $\theta$ and then $T$ is rotation $R_{\theta}$, or else the matrix of $T$ is $\left(\begin{array}{rr}\cos \theta & \sin \theta \\ \sin \theta & -\cos \theta\end{array}\right)$, and then $T$ is reflection through the line through the origin which forms an angle of $\theta / 2$ with the positive $x$-axis.


Figure 2.42
Exercise 5. For each of the following matrices, the corresponding transformation is either a rotation or a reflection. Decide which case occurs for each matrix. When it is a rotation, find the angle of rotation, and when it is a reflection, find the line in which it reflects.
(a) $\left(\begin{array}{cc}-1 / \sqrt{2} & 1 / \sqrt{2} \\ 1 / \sqrt{2} & 1 / \sqrt{2}\end{array}\right)$,
(b) $\left(\begin{array}{cc}3 / 5 & 4 / 5 \\ -4 / 5 & 3 / 5\end{array}\right)$,
(c) $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$.

Exercise 6. A transformation $T$ is length preserving and the matrix of $T$ is $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$.
(i) Show that the determinant $\left|\begin{array}{ll}a & b \\ c & d\end{array}\right|$ is either 1 or -1 .
(ii) Show that $T$ is a rotation when the determinant is 1 and a reflection when the determinant is -1 .

Exercise 7. Let $T_{1}, T_{2}$ be two length-preserving transformations.
(a) Show that $T_{1} T_{2}$ is length preserving.
(b) Show that if $T_{1}$ and $T_{2}$ are both reflections, then $T_{1} T_{2}$ is a rotation.
(c) Show that if $T_{1}$ is a rotation and $T_{2}$ is a reflection, then $T_{1} T_{2}$ is a reflection.

Exercise 8. Let $T_{1}$ be reflection through the line along $\binom{1}{1}$ and let $T_{2}$ be reflection through the line along $\binom{1}{2}$. Write $T_{1} T_{2}$ in the form $T_{1} T_{2}=R_{\theta}$ and find the number $\theta$.

Having studied the effect of a linear transformation on area and length, we can ask what happens to angles. Let $L_{1}, L_{2}$ be two rays beginning at the origin and let $\theta$ be the angle from $L_{1}$ to $L_{2}$, measured counterclockwise. Let


Figure 2.43
$A$ be a linear transformation having an inverse. The images $A\left(L_{1}\right)$ and $A\left(L_{2}\right)$ are two new rays beginning at 0 . Denote by $\theta^{\prime}$ the angle from $A\left(L_{1}\right)$ to $A\left(L_{2}\right)$ (see Figs. 2.43 and 2.44). If $\theta^{\prime}=\theta$ for each pair of rays $L_{1}, L_{2}$, then we say that $A$ preserves angle.

We devote the next set of exercises to studying those linear transformations which preserve angles.

Exercise 9. Let $A$ and $B$ be two linear transformations which preserve angles. Show that the transformation $A B$ and $B A$ preserve angles.

## Exercise 10.

(a) Show that each rotation $R_{\theta}$ preserves angles.
(b) Show that each stretching $D_{r}$ preserves angles.


Figure 2.44

Exercise 11. Let $R_{\theta}$ and $D_{r}$ be rotation by $\theta$ and stretching by $t$, respectively. Then

$$
m\left(R_{\theta}\right)=\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)
$$

and

$$
m\left(D_{r}\right)=\left(\begin{array}{ll}
r & 0 \\
0 & r
\end{array}\right)
$$

(a) Show that $D_{r} R_{\theta}$ preserves angles.
(b) Find the matrix $m\left(D_{r} R_{\theta}\right)$.
(c) Show there exist numbers $a, b$, not both 0 , such that $m\left(D_{r} R_{\theta}\right)=$ $\left(\begin{array}{cc}a & b \\ -b & a\end{array}\right)$.
Exercise 12. Show that if $a, b$ are any two numbers not both 0 , then the transformation whose matrix is $\left(\begin{array}{cc}a & b \\ -b & a\end{array}\right)$ preserves angles.
Exercise 13. Let $A$ have the matrix $\left(\begin{array}{cc}t_{1} & 0 \\ 0 & t_{2}\end{array}\right)$. Show that $A$ preserves angles if and only if $t_{1}=t_{2}$.

In the following exercises, $A$ denotes a linear transformation which preserves angles and $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)=m(A)$.

Exercise 14. Set $\mathbf{E}_{1}=\binom{1}{0}, \mathbf{E}_{2}=\binom{0}{1}$. Then $A\left(\mathbf{E}_{1}\right)=\binom{a}{c}, A\left(\mathbf{E}_{2}\right)=\binom{b}{d}$. Show that the angle from $\binom{a}{c}$ to $\binom{b}{d}$ is $\pi / 2$.
Exercise 15. Write $\binom{a}{c}$ in the form $\binom{a}{c}=\binom{t_{1} \cos \theta}{t_{1} \sin \theta}$ where $t_{1}>0$. Show that $\binom{b}{d}$ can be expressed in the form $\binom{b}{d}=\binom{-t_{2} \sin \theta}{t_{2} \cos \theta}$, where $t_{2}>0$.

Exercise 16. By the preceding,

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{cc}
t_{1} \cos \theta & -t_{2} \sin \theta \\
t_{1} \sin \theta & t_{2} \cos \theta
\end{array}\right)
$$

Show that

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)=\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)\left(\begin{array}{cc}
t_{1} & 0 \\
0 & t_{2}
\end{array}\right)
$$

Exercise 17. Denoting by $B$ the transformation with matrix $\left(\begin{array}{cc}t_{1} & 0 \\ 0 & t_{2}\end{array}\right)$, by the preceding exercise, we get $A=R_{\theta} B$.
(a) Show that $B$ preserves angles.
(b) Using Exercise 13, show that $t_{1}=t_{2}$ and deduce that $B$ equals the stretching $D_{r}$, where $r=t_{1}$.

Exercise 18. Use the preceding exercise to prove the following result: if $A$ is a linear transformation which preserves angles, then $A$ is the product of a stretching and a rotation.

Exercise 19. Show that if $A$ is a linear transformation which preserves angles, then the matrix of $A$ has the form $\left(\begin{array}{cc}a & b \\ -b & a\end{array}\right)$.

## §2. Determinants of Shears and Permutations

Recall the elementary matrices

$$
m\left(H_{k}\right)=\left(\begin{array}{cc}
1 & 0 \\
k & 1
\end{array}\right), \quad m\left(J_{k}\right)=\left(\begin{array}{cc}
1 & k \\
0 & 1
\end{array}\right), \quad m(K)=\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right) .
$$

Exercise 20. Find the determinants for $m\left(H_{k}\right), m\left(J_{k}\right)$, and $m(K)$.

## CHAPTER 2.6

## Eigenvalues

Example 1 . Let $L$ be a line through the origin and let $S$ be the transformation which reflects each vector in $L$. If $\mathbf{X}$ is on the line $L$, then $S(\mathbf{X})=\mathbf{X}$. If $\mathbf{X}$ is on the line $L^{\prime}$ which goes through the origin and is perpendicular to $L$, then $S(\mathbf{X})=-\mathbf{X}$.
Let $T$ be a linear transformation. Fix a scalar $t$. If there is a vector $\mathbf{X} \neq \mathbf{0}$ such that $T(\mathbf{X})=t \mathbf{X}$, then we say that $t$ is an eigenvalue of $T$. If $t$ is an eigenvalue of $T$, then each vector $\mathbf{Y}$ such that $T(\mathbf{Y})=t \mathbf{Y}$ is called an eigenvector corresponding to $t$.

In the preceding example, $t=1$ and $t=-1$ are eigenvalues of the reflection $S$. Every vector $\mathbf{Y}$ on $L$ is an eigenvector of $S$ corresponding to $t=1$, since $S(\mathbf{Y})=\mathbf{Y}=1 \cdot \mathbf{Y}$. Every vector $\mathbf{Y}$ on $L^{\prime}$ is an eigenvector of $S$ corresponding to $t=-1$, since $S(\mathbf{Y})=-\mathbf{Y}=(-1) \cdot \mathbf{Y}$ (see Fig. 2.45).

Let $T$ be a linear transformation. A vector $\mathbf{X} \neq \mathbf{0}$ is an eigenvector of $T$, corresponding to some eigenvalue, if and only if $T$ takes $\mathbf{X}$ into a scalar multiple of itself. In other words, $\mathbf{X}$ is an eigenvector of $T$ if and only if $\mathbf{X}$ and $T(\mathbf{X})$ lie on the same straight line through the origin (see Fig. 2.46).

Example 2. Let $D_{r}$ be stretching by $r$. Then for every vector $\mathbf{X}, D_{r}(\mathbf{X})=r \mathbf{X}$. Hence, $r$ is an eigenvalue of $D_{r}$. Every vector $\mathbf{X}$ is an eigenvector of $D$ corresponding to the eigenvalue $r$.

Example 3. Let $R_{\pi / 2}$ be rotation by $\pi / 2$ radians. If $\mathbf{X}$ is any vector $\neq \mathbf{0}$, it is clear that $\mathbf{X}$ and $R_{\pi / 2}(\mathbf{X})$ do not lie on the same straight line through the origin. It follows that $R_{\pi / 2}$ has no eigenvalue (see Fig. 2.47).

Exercise 1. Let $L$ be a straight line through the origin and let $P$ be the transformation which projects each vector $\mathbf{X}$ to $L$ (see Fig. 2.48).


Figure 2.45
(a) Show that 0 and 1 are eigenvalues of $P$.
(b) Find all the eigenvectors which correspond to each of these eigenvalues.
(c) Show that $P$ has no eigenvalues except for 0 and 1 .

Exercise 2. Find all eigenvalues and corresponding eigenvectors for each of the following transformations:
(a) Rotation by $\pi$ radians,
(b) $I$,
(c) 0 .

Let $A$ be a linear transformation and $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ its matrix. Assume $t$ is an eigenvalue of $A$ and $\binom{x}{y}$ is a corresponding eigenvector with $\binom{x}{y} \neq\binom{ 0}{0}$.


Figure 2.46
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Then $A\binom{x}{y}=t\binom{x}{y}$, so

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{x}{y}=t\binom{x}{y}
$$

or

$$
\begin{aligned}
& a x+b y=t x \\
& c x+d y=t y
\end{aligned}
$$

and so

$$
\begin{aligned}
& (a-t) x+b y=0 \\
& c x+(d-t) y=0
\end{aligned}
$$



Figure 2.48

But $x, y$ are not both 0 . So we can apply Proposition 1, Chapter 2.4, and conclude that

$$
\begin{equation*}
(a-t)(d-t)-b c=0 \tag{1}
\end{equation*}
$$

Equation (1) can be expressed in the equivalent forms:

$$
\left|\begin{array}{cc}
a-t & b  \tag{2}\\
c & d-t
\end{array}\right|=0
$$

and

$$
\begin{equation*}
t^{2}-(a+d) t+(a d-b c)=0 \tag{3}
\end{equation*}
$$

We call Eq. (3) the characteristic equation of $A$. We have seen that if $t$ is an eigenvalue of $A$, then $t$ is a root of Eq. (3). Furthermore, since $t$ is a real number by definition, $t$ is a real root.

Conversely, suppose that $t$ is a real root of (3). Let us show that $t$ is then an eigenvalue of $A$. By assumption,

$$
\left|\begin{array}{cc}
a-t & b \\
c & d-t
\end{array}\right|=0
$$

By Proposition 1, Chapter 2.4, there exists a pair of scalars $x, y$ with $\binom{x}{y} \neq\binom{ 0}{0}$ such that $\left(\begin{array}{cc}a-t & b \\ c & d-t\end{array}\right)\binom{x}{y}=\binom{0}{0}$, and so

$$
(a-t) x+b y=0
$$

and

$$
c x+(d-t) y=0
$$

This implies that

$$
\begin{aligned}
& a x+b y=t x \\
& c x+d y=t y
\end{aligned}
$$

so

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{x}{y}=t\binom{x}{y}
$$

Thus, $t$ is an eigenvalue of $A$, and $\binom{x}{y}$ is an eigenvector corresponding to $t$. In summary, we now know:

Theorem 2.9. A real number $t$ is an eigenvalue of the linear transformation $A$ if and only if $t$ is a root of the characteristic equation of $A$.
Exercise 3. Find the characteristic equation and calculate its roots for each of the following transformations:
(a) stretching $D_{r}$;
(b) rotation $R_{\theta}$;
(c) reflection in the $y$-axis;
(d) reflection in the line along $\binom{1}{1}$.

Note. By an eigenvalue (or eigenvector) of a matrix we shall mean an eigenvalue (or eigenvector) of the corresponding linear transformation.

Example 4. Find all eigenvalues and eigenvectors of the matrix $\left(\begin{array}{cc}3 & 4 \\ 4 & -3\end{array}\right)$.
Solution. The characteristic equation here is

$$
\left|\begin{array}{cc}
3-t & 4 \\
4 & -3-t
\end{array}\right|=0
$$

or

$$
t^{2}-25=0
$$

Its roots are $t=5$ and $t=-5$. So, the values 5 and -5 are the eigenvalues. Let us find the eigenvectors which correspond to $t=5$. We seek $\binom{x}{y}$ with

$$
\left(\begin{array}{cc}
3 & 4 \\
4 & -3
\end{array}\right)\binom{x}{y}=5\binom{x}{y}
$$

Thus,

$$
\begin{aligned}
& 3 x+4 y=5 x \\
& 4 x-3 y=5 y
\end{aligned}
$$

so

$$
\begin{array}{r}
-2 x+4 y=0 \\
4 x-8 y=0
\end{array}
$$

It follows that $x=2 y$. Thus, an eigenvector with eigenvalue 5 has the form

$$
\binom{2 y}{y}
$$

Conversely, every vector of this form is an eigenvector for

$$
\left(\begin{array}{cc}
3 & 4 \\
4 & -3
\end{array}\right)\binom{2 y}{y}=\binom{10 y}{5 y}=5\binom{2 y}{y}
$$

Notice that the eigenvectors we have found fill up a straight line through the origin. Try to find the eigenvectors of $\left(\begin{array}{cc}3 & 4 \\ 4 & -3\end{array}\right)$ which have -5 as their eigenvalue.

We now turn our attention to a class of matrices which occur in many applications of linear algebra, the symmetric matrices. A matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ is called symmetric if $b=c$, i.e., if the matrix has the form $\left(\begin{array}{cc}s & t \\ t & u\end{array}\right)$. The matrix $\left(\begin{array}{cc}3 & 4 \\ 4 & -3\end{array}\right)$, which we studied in Example 4, is symmetric.

Let $A$ be a linear transformation and assume $m(A)=\left(\begin{array}{ll}a & b \\ b & c\end{array}\right)$, so that $m(A)$ is symmetric. The characteristic equation of $A$ is

$$
\left|\begin{array}{cc}
a-t & b \\
b & c-t
\end{array}\right|=0
$$

or

$$
\begin{equation*}
(a-t)(c-t)-b^{2}=t^{2}-(a+c) t+\left(a c-b^{2}\right)=0 \tag{4}
\end{equation*}
$$

The roots of (4) are

$$
t=\frac{a+c \pm \sqrt{(a+c)^{2}-4\left(a c-b^{2}\right)}}{2}
$$

Simplifying, we obtain

$$
\begin{aligned}
(a+c)^{2}-4\left(a c-b^{2}\right) & =a^{2}+2 a c+c^{2}-4 a c+4 b^{2} \\
& =a^{2}-2 a c+c^{2}+4 b^{2}=(a-c)^{2}+4 b^{2}
\end{aligned}
$$

Since $(a-c)^{2}+4 b^{2} \geqslant 0$, its square root is a real number. We consider two possible cases:
(i) $(a-c)^{2}+4 b^{2}=0$;
then $a=c$ and $b=0$, so $m(A)=\left(\begin{array}{ll}a & b \\ b & c\end{array}\right)=\left(\begin{array}{ll}a & 0 \\ 0 & a\end{array}\right)$, and so $A$ is stretching, $A=a I$.
(ii) $(a-c)^{2}+4 b^{2}>0$;
then (4) has the two distinct real roots

$$
t_{1}=\frac{(a+c)+\sqrt{(a-c)^{2}+4 b^{2}}}{2}
$$

and

$$
t_{2}=\frac{(a+c)-\sqrt{(a-c)^{2}+4 b^{2}}}{2}
$$

By Theorem 2.9, $t_{1}$ and $t_{2}$ are eigenvalues of $A$. We have proved:
Proposition 1. Let $A$ be a linear transformation with symmetric matrix $\left(\begin{array}{ll}a & b \\ b & c\end{array}\right)$. Then either $A=a I$ or $A$ has two distinct eigenvalues $t_{1}, t_{2}$ where

$$
\begin{aligned}
& t_{1}=\frac{1}{2}\left((a+c)+\sqrt{(a-c)^{2}+4 b^{2}}\right) \\
& t_{2}=\frac{1}{2}\left((a+c)-\sqrt{(a-c)^{2}+4 b^{2}}\right)
\end{aligned}
$$

Exercise 4. For each of the following matrices, find two eigenvalues of the corresponding linear transformation:
(i) $\left(\begin{array}{cc}3 & 0 \\ 0 & -5\end{array}\right)$,
(ii) $\left(\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right)$,
(iii) $\left(\begin{array}{cc}0 & \sqrt{2} \\ \sqrt{2} & \pi\end{array}\right)$.

Exercise 5. For each of the linear transformations in the preceding exercise, find one nonzero eigenvector corresponding to each eigenvalue. Show that in each case, if $\mathbf{X}_{1}, \mathbf{X}_{2}$ are eigenvectors corresponding to distinct eigenvalues, then $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ are orthogonal.

Exercise 5 suggests that the following theorem may be true.
Theorem 2.10. Let $A$ be a linear transformation with symmetric matrix $\left(\begin{array}{ll}a & b \\ b & c\end{array}\right)$ and let $t_{1}, t_{2}$ be distinct eigenvalues of $A$. Choose nonzero eigenvectors $\mathbf{X}_{1}, \mathbf{X}_{2}$ corresponding to $t_{1}$ and $t_{2}$, respectively. Then $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ are orthogonal. Proof. First assume that $b \neq 0$. Set $\mathbf{X}_{1}=\binom{x_{1}}{y_{1}}, \quad \mathbf{X}_{2}=\binom{x_{2}}{y_{2}}$. Then $\left(\begin{array}{ll}a & b \\ b & c\end{array}\right)\binom{x_{1}}{y_{1}}=t_{1}\binom{x_{1}}{y_{1}}$. So

$$
a x_{1}+b y_{1}=t_{1} x_{1}
$$

or

$$
b y_{1}=\left(t_{1}-a\right) x_{1}
$$

If $x_{1}=0$, then $b y_{1}=0$, and since $b \neq 0$ by assumption, then $y_{1}=0$, so $\mathbf{X}_{1}=\binom{0}{0}$, contrary to hypothesis. So, $x_{1} \neq 0$ and

$$
\frac{y_{1}}{x_{1}}=\frac{t_{1}-a}{b}
$$

Similarly, $x_{2} \neq 0$ and

$$
\frac{y_{2}}{x_{2}}=\frac{t_{2}-a}{b}
$$

Since $y_{1} / x_{1}$ and $y_{2} / x_{2}$ are the slopes of $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$, to prove that $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ are orthogonal amounts to showing that

$$
\begin{equation*}
\left(\frac{y_{1}}{x_{1}}\right)\left(\frac{y_{2}}{x_{2}}\right)=-1, \quad \text { i.e., } \quad\left(\frac{t_{1}-a}{b}\right)\left(\frac{t_{2}-a}{b}\right)=-1 \tag{5}
\end{equation*}
$$

Try showing that (5) is true, using the values of $t_{1}, t_{2}$ obtained in the last theorem, before reading the rest of the proof.

By Proposition 1, in this chapter,

$$
t_{1}=\frac{1}{2} a+\frac{1}{2} c+\frac{1}{2} \sqrt{(a-c)^{2}+4 b^{2}}
$$

and

$$
t_{2}=\frac{1}{2} a+\frac{1}{2} c-\frac{1}{2} \sqrt{(a-c)^{2}+4 b^{2}} .
$$

So,

$$
t_{2}-a=\frac{1}{2}(c-a)-\frac{1}{2} \sqrt{(a-c)^{2}+4 b^{2}}
$$

and

$$
t_{1}-a=\frac{1}{2}(c-a)+\frac{1}{2} \sqrt{(a-c)^{2}+4 b^{2}}
$$

Then

$$
\left(t_{1}-a\right)\left(t_{2}-a\right)=\frac{1}{4}(c-a)^{2}-\frac{1}{4}\left[(a-c)^{2}+4 b^{2}\right]=-b^{2}
$$

Hence,

$$
\left(\frac{t_{1}-a}{b}\right)\left(\frac{t_{2}-a}{b}\right)=\frac{-b^{2}}{b^{2}}=-1,
$$

as desired. Thus, $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ are orthogonal.
Now if $b=0$, then $\left(\begin{array}{ll}a & b \\ b & c\end{array}\right)=\left(\begin{array}{ll}a & 0 \\ 0 & c\end{array}\right)$. So $t_{1}=a, \mathbf{X}_{1}=\binom{x_{1}}{0}$ and $t_{2}=c$, $\mathbf{X}_{2}=\binom{0}{y_{2}}$. Since $\binom{x_{1}}{0}$ and $\binom{0}{y_{2}}$ are orthogonal, the desired conclusion holds here as well.

An alternative proof of Theorem 2.10 can be obtained from the following exercises.

Exercise 6. Let $A$ be the linear transformation which occurs in Theorem 2.10. Let $\mathbf{X}, \mathbf{Y}$ be any two vectors. Show that

$$
A(\mathbf{X}) \cdot \mathbf{Y}=\mathbf{X} \cdot A(\mathbf{Y})
$$

Exercise 7. Let $A$ be as in the preceding exercise and let $t_{1}, t_{2}$ be distinct eigenvalues of $A$, and $\mathbf{X}_{1}, \mathbf{X}_{2}$ the corresponding eigenvectors.
(a) Show $A\left(\mathbf{X}_{1}\right) \cdot \mathbf{X}_{2}=t_{1}\left(\mathbf{X}_{1} \cdot \mathbf{X}_{2}\right)$ and $A\left(\mathbf{X}_{2}\right) \cdot \mathbf{X}_{1}=t_{2}\left(\mathbf{X}_{1} \cdot \mathbf{X}_{2}\right)$.
(b) Using Exercise 6, deduce from (a) that $t_{1}\left(\mathbf{X}_{1} \cdot \mathbf{X}_{2}\right)=t_{2}\left(\mathbf{X}_{1} \cdot \mathbf{X}_{2}\right)$.
(c) Using the fact that $t_{1} \neq t_{2}$, conclude that $\mathbf{X}_{1} \cdot \mathbf{X}_{2}=0$. Thus, Theorem 2.10 holds.

Exercise 8. For each of the following matrices, find all eigenvalues and eigenvectors:
(a) $\left(\begin{array}{ll}1 & 2 \\ 3 & 4\end{array}\right)$,
(b) $\left(\begin{array}{ll}4 & 3 \\ 2 & 1\end{array}\right)$,
(c) $\left(\begin{array}{ll}p & 0 \\ 0 & q\end{array}\right)$,
(d) $\left(\begin{array}{ll}0 & 7 \\ 0 & 0\end{array}\right)$,
(e) $\left(\begin{array}{cc}0 & 5 \\ -1 & 1\end{array}\right)$,
(f) $\left(\begin{array}{cc}\cos \theta & -\sin \theta \\ \sin \theta & \cos \theta\end{array}\right)$,
(g) $\left(\begin{array}{cc}\cos \theta & \sin \theta \\ \sin \theta & -\cos \theta\end{array}\right)$.

Exercise 9. Given numbers $a, b, c, d$, show that the matrices $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ and $\left(\begin{array}{ll}d & c \\ b & a\end{array}\right)$ have the same eigenvalues.

Exercise 10. Denote by $N$ a linear transformation such that $N^{2}=0$. Show that 0 is the only eigenvalue of $N$.

Exercise 11. Let $B$ be a linear transformation such that $B$ has the eigenvalue 0 and no other eigenvalue. Show that $B^{2}=0$.

Exercise 12. Let $E$ be a linear transformation such that $E^{2}=E$. What are the eigenvalues of $E$ ?

Exercise 13. Let $C$ be a linear transformation such that $C$ has eigenvalues 0 and 1 . Show that $C^{2}=C$.

Exercise 14. Let $T$ be a linear transformation with nonzero eigenvectors $\mathbf{X}_{1}, \mathbf{X}_{2}$ and corresponding eigenvalues $t_{1}, t_{2}$, where $t_{1} \neq t_{2}$.

Set $S=\left(T-t_{1} I\right)\left(T-t_{2} I\right)$.
(a) Show that $S\left(\mathbf{X}_{2}\right)=0$.
(b) Show that $S=\left(T-t_{2} I\right)\left(T-t_{1} I\right)$.
(c) Show that $S\left(\mathbf{X}_{1}\right)=0$.
(d) Show that $S\left(c_{1} \mathbf{X}_{1}+c_{2} \mathbf{X}_{2}\right)=0$, where $c_{1}, c_{2}$ are given constants.
(e) Show that $S=0$, i.e.,

$$
\left(T-t_{1} I\right)\left(T-t_{2} I\right)=0 .
$$

Exercise 15. Let $T$ be a linear transformation and let $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ be its matrix. Assume
$T$ has eigenvalues $t_{1}, t_{2}$ with $t_{1} \neq t_{2}$.
Using part (e) of Exercise 14, show that

$$
\begin{equation*}
T^{2}-(a+d) T+(a d-b c) I=0 \tag{6}
\end{equation*}
$$

Exercise 16. Let $T$ be a linear transformation and let $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ be its matrix. Do not assume that $T$ has any eigenvalues. Show by direct calculation that (6) is still true.
Exercise 17. Verify formula (6) when $T$ has matrix
(a) $\left(\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right)$,
(b) $\left(\begin{array}{ll}2 & 0 \\ 0 & 3\end{array}\right)$,
(c) $\left(\begin{array}{ll}0 & 5 \\ 0 & 0\end{array}\right)$.

## CHAPTER 2.7

## Classification of Conic Sections

We can use matrix multiplication to keep track of the action of a transformation $A$ on a pair of vectors $\binom{x_{1}}{y_{1}}$ and $\binom{x_{2}}{y_{2}}$. Let $m(A)$ be the matrix of $A$, and consider the matrix $\left(\begin{array}{ll}x_{1} & x_{2} \\ y_{1} & y_{2}\end{array}\right)$ whose columns are $\binom{x_{1}}{y_{1}}$ and $\binom{x_{2}}{y_{2}}$. If we set $\binom{x_{1}^{\prime}}{y_{1}^{\prime}}=A\binom{x_{1}}{y_{1}}$ and $\binom{x_{2}^{\prime}}{y_{2}^{\prime}}=A\binom{x_{2}}{y_{2}}$, then, as we shall prove,

$$
m(A)\left(\begin{array}{ll}
x_{1} & x_{2}  \tag{1}\\
y_{1} & x_{1}
\end{array}\right)=\left(\begin{array}{cc}
x_{1}^{\prime} & x_{2}^{\prime} \\
y_{1}^{\prime} & y_{2}^{\prime}
\end{array}\right)
$$

Example 1. $m(A)=\left(\begin{array}{ll}1 & 2 \\ 3 & 4\end{array}\right),\left(\begin{array}{ll}x_{1} & x_{2} \\ y_{1} & y_{2}\end{array}\right)=\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$. Then $A\binom{0}{1}=\binom{2}{4}$, $A\binom{-1}{0}=\binom{-1}{-3}$. By (1),

$$
\left(\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right)\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)=\left(\begin{array}{cc}
2 & -1 \\
4 & -3
\end{array}\right)
$$

Direct computation verifies this equation.
To prove (1) in general, we write

$$
m(A)=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)
$$

Then

$$
A\binom{x_{1}}{y_{1}}=\binom{a x_{1}+b y_{1}}{c x_{1}+d y_{1}}, \quad A\binom{x_{2}}{y_{2}}=\binom{a x_{2}+b y_{2}}{c x_{2}+d y_{2}}
$$

Formula (1) states that

$$
m(A)\left(\begin{array}{ll}
x_{1} & x_{2} \\
y_{1} & y_{2}
\end{array}\right)=\left(\begin{array}{ll}
a x_{1}+b y_{1} & a x_{2}+b y_{2} \\
c x_{1}+d y_{1} & c x_{2}+d y_{2}
\end{array}\right)
$$

which is true because of the way we have defined multiplication of matrices. So formula (1) holds in general.

Now suppose that

$$
A\binom{x_{1}}{y_{1}}=t_{1}\binom{x_{1}}{y_{1}}, \quad A\binom{x_{2}}{y_{2}}=t_{2}\binom{x_{2}}{y_{2}},
$$

or, in other words, that $\binom{x_{1}}{y_{1}}$ and $\binom{x_{2}}{y_{2}}$ are eigenvectors of $A$. Then (1) gives

$$
m(A)\left(\begin{array}{ll}
x_{1} & x_{2} \\
y_{1} & y_{2}
\end{array}\right)=\left(\begin{array}{ll}
t_{1} x_{1} & t_{2} x_{2} \\
t_{1} y_{1} & t_{2} y_{2}
\end{array}\right) .
$$

The matrix on the right-hand side equals

$$
\left(\begin{array}{ll}
x_{1} & x_{2} \\
y_{1} & y_{2}
\end{array}\right)\left(\begin{array}{cc}
t_{1} & 0 \\
0 & t_{2}
\end{array}\right)
$$

so we have found the following result.
Let the linear transformation $A$ have eigenvectors $\binom{x_{1}}{y_{1}}$ and $\binom{x_{2}}{y_{2}}$ corresponding to eigenvalues $t_{1}, t_{2}$. Then

$$
m(A)\left(\begin{array}{ll}
x_{1} & x_{2}  \tag{2}\\
y_{1} & y_{2}
\end{array}\right)=\left(\begin{array}{ll}
x_{1} & x_{2} \\
y_{1} & y_{2}
\end{array}\right)\left(\begin{array}{cc}
t_{1} & 0 \\
0 & t_{2}
\end{array}\right)
$$

In addition, now suppose that the eigenvectors $\binom{x_{1}}{y_{1}}$ and $\binom{x_{2}}{y_{2}}$ are not linearly dependent. It follows by (25), Chapter 2.0, that the determinant $\left|\begin{array}{ll}x_{1} & x_{2} \\ y_{1} & y_{2}\end{array}\right|$ is different from 0 , and so, by Theorem 2.4, the matrix $\left(\begin{array}{ll}x_{1} & x_{2} \\ y_{1} & y_{2}\end{array}\right)$ possesses an inverse $\left(\begin{array}{ll}x_{1} & x_{2} \\ y_{1} & y_{2}\end{array}\right)^{-1}$. We now multiply both sides of Eq. (2) on the right-hand side by $\left(\begin{array}{ll}x_{1} & x_{2} \\ y_{1} & y_{2}\end{array}\right)^{-1}$. This yields

$$
m(A)=m(A)\left(\begin{array}{ll}
x_{1} & x_{2} \\
y_{1} & y_{2}
\end{array}\right)\left(\begin{array}{ll}
x_{1} & x_{2} \\
y_{1} & y_{2}
\end{array}\right)^{-1}=\left(\begin{array}{ll}
x_{1} & x_{2} \\
y_{1} & y_{2}
\end{array}\right)\left(\begin{array}{cc}
t_{1} & 0 \\
0 & t_{2}
\end{array}\right)\left(\begin{array}{ll}
x_{1} & x_{2} \\
y_{1} & y_{2}
\end{array}\right)^{-1}
$$

We introduce the linear transformations $P$ and $D$ with $m(P)=$ $\left(\begin{array}{ll}x_{1} & x_{2} \\ y_{1} & y_{2}\end{array}\right), m(D)=\left(\begin{array}{cc}t_{1} & 0 \\ 0 & t_{2}\end{array}\right)$. The last equation can now be written

$$
m(A)=m(P) m(D) m(P)^{-1}
$$

It follows that $A=P D P^{-1}$. We have proved:
Theorem 2.11. Let $A$ be a linear transformation with linearly independent eigenvectors $\binom{x_{1}}{y_{1}}$ and $\binom{x_{2}}{y_{2}}$, corresponding to the eigenvalues $t_{1}$ and $t_{2}$. Then

$$
\begin{equation*}
A=P D P^{-1} \tag{3}
\end{equation*}
$$

where $m(P)=\left(\begin{array}{ll}x_{1} & x_{2} \\ y_{1} & y_{2}\end{array}\right)$ and $m(D)=\left(\begin{array}{cc}t_{1} & 0 \\ 0 & t_{2}\end{array}\right)$.
Note: Assume $t_{1}$ and $t_{2}$ are eigenvalues of $A$ and $\mathbf{X}_{1}, \mathbf{X}_{2}$ are corresponding nonzero eigenvectors. If $t_{1} \neq t_{2}$, then it follows that $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ are linearly independent. To see this, suppose the contrary, i.e., suppose $\mathbf{X}_{2}$ $=s \mathbf{X}_{1}$ for some scalar $s$ with $s \neq 0$. Then

$$
A\left(\mathbf{X}_{2}\right)=A\left(s \mathbf{X}_{1}\right)=s A\left(\mathbf{X}_{1}\right)=s t_{1} \mathbf{X}_{1}
$$

and so $s t_{1} \mathbf{X}_{1}=A\left(\mathbf{X}_{2}\right)=t_{2} \mathbf{X}_{2}=t_{2} s \mathbf{X}_{1}$. It follows that $s t_{1}=t_{2} s$, and so $t_{1}$ $=t_{2}$, which contradicts our assumption. So $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ are linearly independent, as claimed, as long as $t_{1}$ and $t_{2}$ are distinct.

Whenever $A$ is a linear transformation whose characteristic polynomial has distinct real roots, then formula (3) is valid.

Note: Recall that a matrix whose entries are 0 except for those on the diagonal, i.e., whose form is $\left(\begin{array}{cc}s & 0 \\ 0 & t\end{array}\right)$, is called a diagonal matrix. The matrix of the transformation $D$ above is a diagonal matrix.

It is easy to compute the powers of a diagonal matrix.

$$
\begin{aligned}
& \left(\begin{array}{ll}
s^{\prime} & 0 \\
0 & t
\end{array}\right)^{2}=\left(\begin{array}{ll}
s & 0 \\
0 & t
\end{array}\right)\left(\begin{array}{ll}
s & 0 \\
0 & t
\end{array}\right)=\left(\begin{array}{cc}
s^{2} & 0 \\
0 & t^{2}
\end{array}\right), \\
& \left(\begin{array}{ll}
s & 0 \\
0 & t
\end{array}\right)^{3}=\left(\begin{array}{ll}
s & 0 \\
0 & t
\end{array}\right)^{2}\left(\begin{array}{ll}
s & 0 \\
0 & t
\end{array}\right)=\left(\begin{array}{cc}
s^{2} & 0 \\
0 & t^{2}
\end{array}\right)\left(\begin{array}{cc}
s & 0 \\
0 & t
\end{array}\right)=\left(\begin{array}{cc}
s^{3} & 0 \\
0 & t^{3}
\end{array}\right)
\end{aligned}
$$

Continuing in this way, we see that the $n$th power of the diagonal matrix $\left(\begin{array}{cc}s & 0 \\ 0 & t\end{array}\right)$ is the diagonal matrix $\left(\begin{array}{cc}s^{n} & 0 \\ 0 & t^{n}\end{array}\right)$ whose entries on the diagonal are the $n$th powers of the original entries.

Exercise 1. For each of the following matrices, find the $n$th power of the matrix when $n=2,3,7,100$.
(i) $\left(\begin{array}{cc}-1 & 0 \\ 0 & 1\end{array}\right)$,
(ii) $\left(\begin{array}{cc}2 & 0 \\ 0 & 10\end{array}\right)$,
(iii) $\left(\begin{array}{ll}0 & 0 \\ 0 & 4\end{array}\right)$.

Now let $A$ and $D$ be the linear transformations which occur in Theorem 2.11. By (3), $A=P D P^{-1}$. Hence,

$$
\begin{aligned}
A^{2} & =\left(P D P^{-1}\right)\left(P D P^{-1}\right)=P D\left(P^{-1} P\right) D P^{-1}=P D I D P^{-1} \\
& =P D D P^{-1}=P D^{2} P^{-1}, \\
A^{3} & =A A^{2}=\left(P D P^{-1}\right)\left(P D^{2} P^{-1}\right)=P D\left(P^{-1} P\right) D^{2} P^{-1} \\
& =P D I D^{2} P^{-1}=P D^{3} P^{-1} .
\end{aligned}
$$

Continuing in this way, we find that

$$
A^{4}=P D^{4} P^{-1}, \quad A^{5}=P D^{5} P^{-1}
$$

and in general,

$$
\begin{equation*}
A^{n}=P D^{n} P^{-1} \tag{4}
\end{equation*}
$$

where $n$ is a positive integer. It follows that

$$
m\left(A^{n}\right)=m\left(P D^{n} P^{-1}\right)=m(P) m\left(D^{n}\right) m\left(P^{-1}\right)=m(P)(m(D))^{n} m\left(P^{-1}\right)
$$

Since $m(D)=\left(\begin{array}{cc}t_{1} & 0 \\ 0 & t_{2}\end{array}\right)$, we know that $(m(D))^{n}=\left(\begin{array}{cc}t_{1}^{n} & 0 \\ 0 & t_{2}^{n}\end{array}\right)$. So we have

$$
(m(A))^{n}=m\left(A^{n}\right)=m(P)\left(\begin{array}{cc}
t_{1}^{n} & 0  \tag{5}\\
0 & t_{2}^{n}
\end{array}\right) m\left(P^{-1}\right)
$$

Note: Formula (5) allows us to calculate the $n$th power of $m(A)$ in a practical way, as the following example and exercises illustrate.

Example 2. Let us find the $n$th power of the matrix $\left(\begin{array}{cc}3 & 4 \\ 4 & -3\end{array}\right)$ for $n=1,2,3 \ldots$.

In Example 4, Chapter 2.6, we found that the eigenvalues are $t_{1}=5$, $t_{2}=-5$. As corresponding eigenvectors, we can take

$$
\mathbf{X}_{1}=\binom{2}{1} \quad \text { and } \quad \mathbf{X}_{2}=\binom{-1}{2}
$$

The transformation $P$ of Theorem 2.11 then has matrix $m(P)=\left(\begin{array}{cc}2 & -1 \\ 1 & 2\end{array}\right)$. Then

$$
m\left(P^{-1}\right)=(m(P))^{-1}=\left(\begin{array}{cc}
2 / 5 & 1 / 5 \\
-1 / 5 & 2 / 5
\end{array}\right)
$$

By (5),

$$
\left(\begin{array}{cc}
3 & 4 \\
4 & -3
\end{array}\right)^{n}=\left(\begin{array}{cc}
2 & -1 \\
1 & 2
\end{array}\right)\left(\begin{array}{cc}
5^{n} & 0 \\
0 & (-5)^{n}
\end{array}\right)\left(\begin{array}{cc}
2 / 5 & 1 / 5 \\
-1 / 5 & 2 / 5
\end{array}\right)
$$

For instance, taking $n=3$, we get

$$
\begin{aligned}
\left(\begin{array}{cc}
3 & 4 \\
4 & -3
\end{array}\right)^{3} & =\left(\begin{array}{cc}
2 & -1 \\
1 & 2
\end{array}\right)\left(\begin{array}{cc}
125 & 0 \\
0 & -125
\end{array}\right)\left(\begin{array}{cc}
2 / 5 & 1 / 5 \\
-1 / 5 & 2 / 5
\end{array}\right) \\
& =\left(\begin{array}{cc}
2 & -1 \\
1 & 2
\end{array}\right)\left(\begin{array}{cc}
50 & 25 \\
25 & -50
\end{array}\right)=\left(\begin{array}{cc}
75 & 100 \\
100 & -75
\end{array}\right)
\end{aligned}
$$

Exercise 2. Let $A$ be the linear transformation whose matrix is $\left(\begin{array}{cc}1 & 3 \\ 3 & -1\end{array}\right)$. Find a linear transformation $D$ with diagonal matrix and find a linear transformation $P$, using Theorem 2.11 such that $A=P D P^{-1}$.
Exercise 3. Let $A$ be as in the preceding exercise. Calculate the matrix $m\left(A^{10}\right)$ $=\left(\begin{array}{cc}1 & 3 \\ 3 & -1\end{array}\right)^{10}$.
Exercise 4. Using Theorem 2.11, calculate $\left(\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right)^{8}$.
Exercise 5. Using Theorem 2.11, calculate $\left(\begin{array}{ll}3 & 0 \\ 4 & 2\end{array}\right)^{6}$.
Exercise 6. Fix scalars $a, b$. Show that if $n$ is an even integer, then $\left(\begin{array}{cc}a & b \\ b & -a\end{array}\right)^{n}$ is a diagonal matrix.

The second application of eigenvalues which we shall discuss in this chapter concerns quadratic forms. Let $a, b, c$ be given scalars. For every pair of numbers $x, y$, we define

$$
H(x, y)=a x^{2}+2 b x y+c y^{2}
$$

$H$ is called a quadratic form, i.e., a polynomial in $x$ and $y$, each of whose terms is of the second degree.

Associated with $H$, we consider the curve whose equation is

$$
\begin{equation*}
a x^{2}+2 b x y+c y^{2}=1 \tag{6}
\end{equation*}
$$

We denote this curve by $C_{H}$.

## Example 3.

(i) $a=1, b=0, c=1$. Then $C_{H}$ is the circle: $x^{2}+y^{2}=1$.
(ii) $a=1, b=0, c=-1$. Then $C_{H}$ is the hyperbola: $x^{2}-y^{2}=1$.

Question. Given numbers $a, b, c$, how can we decide what kind of curve $C_{H}$ is?
Let us introduce new coordinate axes, to be called the $u$-axis and the $v$-axis, by rotating the $x$ - and $y$-axes about the origin (see Fig. 2.49).
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Expressed in terms of the new $u$ and $v$ coordinates, the equation of $C_{H}$ may look more familiar. This will happen if $C_{H}$ has an axis of symmetry and we manage to choose the $u$-axis along that axis of symmetry.

Example 4. $a=0,2 b=3, c=0 . C_{H}$ has the equation: $3 x y=1$ or $x y=\frac{1}{3}$. Evidently the line $x=y$ is an axis of symmetry of $C_{H}$. Let us choose the $u$-axis along this line. Then the $v$-axis falls on the line $x=-y$.

Suppose a point $\mathbf{X}$ has old coordinates $\binom{x}{y}$ and new coordinates $\binom{u}{v}$. Denote by $\alpha$ the polar angle of $\mathbf{X}$ in the $(u, v)$-system. Then the polar angle of $\mathbf{X}$ in the $(x, y)$-system is $\alpha+\pi / 4$ (see Fig. 2.50). Hence,

$$
\begin{aligned}
\left(\begin{array}{l}
x \\
y
\end{array}\right] & =|\mathbf{X}|\left[\begin{array}{l}
\cos (\alpha+\pi / 4) \\
\sin (\alpha+\pi / 4)
\end{array}\right)=|\mathbf{X}|\left[\begin{array}{l}
(\cos \alpha) \sqrt{2} / 2-(\sin \alpha) \sqrt{2} / 2 \\
(\sin \alpha) \sqrt{2} / 2+(\cos \alpha) \sqrt{2} / 2
\end{array}\right] \\
& =\frac{\sqrt{2}}{2}\left[\begin{array}{l}
|\mathbf{X}| \cos \alpha-|\mathbf{X}| \sin \alpha \\
|\mathbf{X}| \sin \alpha+|\mathbf{X}| \cos \alpha
\end{array}\right] .
\end{aligned}
$$

Also,

$$
\binom{u}{v}=|\mathbf{X}|\binom{\cos \alpha}{\sin \alpha}
$$

so

$$
\begin{aligned}
u & =|\mathbf{X}| \cos \alpha, \\
v & =|\mathbf{X}| \sin \alpha .
\end{aligned}
$$
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Thus,

$$
\begin{align*}
& \binom{x}{y}=\frac{\sqrt{2}}{2}\binom{u-v}{u+v}, \\
& \left\{\begin{array}{l}
x=\frac{\sqrt{2}}{2} u-\frac{\sqrt{2}}{2} v, \\
y=\frac{\sqrt{2}}{2} u+\frac{\sqrt{2}}{2} v .
\end{array}\right. \tag{7}
\end{align*}
$$

Now suppose $\mathbf{X}$ is a point on $C_{H}$. Then $3 x y=1$. Hence,

$$
3\left(\frac{\sqrt{2}}{2} u-\frac{\sqrt{2}}{2} v\right)\left(\frac{\sqrt{2}}{2} u+\frac{\sqrt{2}}{2} v\right)=1
$$

or

$$
3\left(\frac{\sqrt{2}}{2}\right)^{2}(u-v)(u+v)=1
$$

or

$$
3 \cdot \frac{1}{2}\left(u^{2}-v^{2}\right)=1
$$

We have found: if $\mathbf{X}$ is a point on $C_{H}$ with new coordinates $\binom{u}{v}$, then

$$
\begin{equation*}
\frac{3}{2} u^{2}-\frac{3}{2} v^{2}=1 . \tag{8}
\end{equation*}
$$

Equation (8) is an equation for $C_{H}$ in the $(u, v)$-system. We recognize (8) as describing a hyperbola with one axis along the $u$-axis.

Now let $a, b, c$ be given numbers with $b \neq 0$ and let $H(x, y)=a x^{2}+$ $2 b x y+c y^{2}$. We can express $H(x, y)$ as the dot product

$$
\binom{a x+b y}{b x+c y} \cdot\binom{x}{y}=(a x+b y) x+(b x+c y) y=H(x, y)
$$

Also,

$$
\binom{a x+b y}{b x+c y}=\left(\begin{array}{ll}
a & b \\
b & c
\end{array}\right)\binom{x}{y}
$$

Thus,

$$
H(x, y)=\left(\left(\begin{array}{ll}
a & b  \tag{9}\\
b & c
\end{array}\right)\binom{x}{y}\right) \cdot\binom{x}{y}
$$

Now, $\left(\begin{array}{ll}a & b \\ b & c\end{array}\right)$ is a symmetric matrix, so Proposition 1, Chapter 2.6, tells us that $\left(\begin{array}{ll}a & b \\ b & c\end{array}\right)$ has eigenvalues $t_{1}, t_{2}$. Since $b \neq 0, t_{1} \neq t_{2}$. Let $\mathbf{X}_{1}$ be an eigenvector corresponding to $t_{1}$ such that $\left|\mathbf{X}_{1}\right|=1$.

We choose new coordinate axes as follows: The $u$-axis passes through $\mathbf{X}_{1}$, directed so that $\mathbf{X}_{1}$ points in the positive direction. The $v$-axis is chosen orthogonal to the $u$-axis and oriented so that the positive $u$-direction goes over into the positive $v$-direction by a counterclockwise rotation of $\pi / 2$ radians.

Set $\mathbf{X}_{1}=\binom{x_{1}}{y_{1}}$ and set $\mathbf{X}_{2}=\binom{-y_{1}}{x_{1}}$. Then $\mathbf{X}_{2}$ lies on the $v$-axis. We know that each eigenvector corresponding to $t_{2}$ is orthogonal to $\mathbf{X}_{1}$ and, hence, lies on the $v$-axis. Hence, every vector lying on the $v$-axis is an eigenvector corresponding to $t_{2}$. In particular, $\mathbf{X}_{\mathbf{2}}$ is such an eigenvector (see Fig. 2.51).

Let $X$ be any point, with $\binom{x}{y}$ its old coordinates and $\binom{u}{v}$ its new coordinates. Then

$$
\mathbf{X}=u \mathbf{X}_{1}+v \mathbf{X}_{2}
$$

Then

$$
\left\{\begin{array}{l}
u=\mathbf{X} \cdot \mathbf{X}_{1}=\binom{x}{y} \cdot\binom{x_{1}}{y_{1}}=x x_{1}+y y_{1}  \tag{10}\\
v=\mathbf{X} \cdot \mathbf{X}_{2}=\binom{x}{y} \cdot\binom{-y_{1}}{x_{1}}=-x y_{1}+y x_{1}
\end{array}\right.
$$
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Using (9), we have

$$
\begin{aligned}
H(x, y) & =\left(\begin{array}{ll}
a & b \\
b & c
\end{array}\right)(\mathbf{X}) \cdot \mathbf{X}=\left[\left(\begin{array}{ll}
a & b \\
b & c
\end{array}\right)\left(u \mathbf{X}_{1}+v \mathbf{X}_{2}\right)\right] \cdot\left[u \mathbf{X}_{1}+v \mathbf{X}_{2}\right] \\
& =\left(u t_{1} \mathbf{X}_{1}+v t_{2} \mathbf{X}_{2}\right) \cdot\left(u \mathbf{X}_{1}+v \mathbf{X}_{2}\right) \\
& =u^{2} t_{1}+v^{2} t_{2}
\end{aligned}
$$

Thus, we have found:
Theorem 2.12. Let $t_{1}, t_{2}$ be the eigenvalues of the matrix $\left(\begin{array}{ll}a & b \\ b & c\end{array}\right)$, where $b \neq 0$. Let X be any point, and let $\binom{x}{y}$ be its old coordinates and $\binom{u}{v}$ be its new coordinates. Then

$$
\begin{equation*}
a x^{2}+2 b x y+c y^{2}=t_{1} u^{2}+t_{2} v^{2} \tag{11}
\end{equation*}
$$

Now let $\mathbf{X}$ be a point on the curve $C_{H}$ whose equation is $a x^{2}+2 b x y+$ $c y^{2}=1$. Let $\binom{x}{y}$ and $\binom{u}{v}$ be, respectively, the old coordinates and the new coordinates of $\mathbf{X}$. Then using (11), we get

$$
t_{1} u^{2}+t_{2} v^{2}=a x^{2}+2 b x y+c y^{2}=1
$$

since $\binom{x}{y}$ lies on $C_{H}$. So

$$
\begin{equation*}
t_{1} u^{2}+t_{2} v^{2}=1 \tag{12}
\end{equation*}
$$

Equation (12) is valid for every point on $C_{H}$ and only for such points. This means that (12) is an equation for $C_{H}$ in the $(u, v)$-system.

Example 5. Describe and sketch the curve $C_{H}: 3 x^{2}+8 x y-3 y^{2}=1$. Here $a=3, b=4, c=-3$. The matrix $\left(\begin{array}{ll}a & b \\ b & c\end{array}\right)=\left(\begin{array}{cc}3 & 4 \\ 4 & -3\end{array}\right)$. The eigenvalues are $t_{1}=5$ and $t_{2}=-5$.

$$
\left(\begin{array}{cc}
3 & 4 \\
4 & -3
\end{array}\right)\binom{2}{1}=5\binom{2}{1}
$$

Since we need an eigenvector $\mathbf{X}_{1}=\binom{x_{1}}{y_{1}}$ of length 1 , we set $\mathbf{X}_{1}=$ $(1 / \sqrt{5})\binom{2}{1}=\binom{2 / \sqrt{5}}{1 / \sqrt{5}}$. So

$$
x_{1}=\frac{2}{\sqrt{5}}, \quad y_{1}=\frac{1}{\sqrt{5}}
$$

We choose the $u$-axis to pass through $\mathbf{X}_{1}$, so it is the line $y=2 x$, and the $v$-axis is the line $y=-\frac{1}{2} x$. In the new system, the equation of $C_{H}$ is

$$
\begin{equation*}
5 u^{2}-5 v^{2}=1 \tag{13}
\end{equation*}
$$

where we have used (12) with $t_{1}=5, t_{2}=-5$.
We can check Eq. (13) by using the relations between $u, v$ and $x, y$. By (10) we know

$$
\begin{aligned}
& u=x_{1} x+y_{1} y=\frac{2}{\sqrt{5}} x+\frac{1}{\sqrt{5}} y \\
& v=-y_{1} x+x_{1} y=-\frac{1}{\sqrt{5}} x+\frac{2}{\sqrt{5}} y
\end{aligned}
$$

Hence,

$$
\begin{aligned}
5 u^{2}-5 v^{2} & =5\left(\frac{2}{\sqrt{5}} x+\frac{1}{\sqrt{5}} y\right)^{2}-5\left(-\frac{1}{\sqrt{5}} x+\frac{2}{\sqrt{5}} y\right)^{2} \\
& =5 \cdot \frac{1}{5}(2 x+y)^{2}-5 \cdot \frac{1}{5}(-x+2 y)^{2} \\
& =4 x^{2}+4 x y+y^{2}-x^{2}+4 x y-4 y^{2} \\
& =3 x^{2}+8 x y-3 y^{2}
\end{aligned}
$$

Thus, for every point $\mathbf{X}$ in the plane, if $\binom{x}{y}$ are the old and $\binom{u}{v}$ are the new coordinates of $\mathbf{X}$, then we have

$$
\begin{equation*}
5 u^{2}-5 v^{2}=3 x^{2}+8 x y-3 y^{2} \tag{14}
\end{equation*}
$$

By definition of $C_{H}, \mathbf{X}$ lies on $C_{H}$ if and only if $3 x^{2}+8 x y-3 y^{2}=1$ and so if and only if $5 u^{2}-5 v^{2}=1$. So (13) is verified.
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From Eq. (13), we find that $C_{H}$ is a hyperbola with its axes of symmetry along the $u$ - and $v$-axes (see Fig. 2.52).

Now let $H(x, y)=a x^{2}+2 b x y+c y^{2}$ be a given quadratic form. Assume $b \neq 0$. Let $t_{1}, t_{2}$ denote the eigenvalues of the matrix $\left(\begin{array}{ll}a & b \\ b & c\end{array}\right)$. We have:

Theorem 2.13. Let $C_{H}$ denote the curve $a x^{2}+2 b x y+c y^{2}=1$.
(i) If $t_{1}, t_{2}$ are both $>0$, then $C_{H}$ is an ellipse.
(ii) If $t_{1}, t_{2}<0$, then $C_{H}$ is empty.
(iii) If $t_{1}, t_{2}$ have opposite signs, then $C_{H}$ is a hyperbola.

Exercise 7. Using the fact that in the $(u, v)$-system, $C_{H}$ has equation

$$
t_{1} u^{2}+t_{2} v^{2}=1
$$

prove Theorem 2.13.
Example 6. Describe the curve $C_{H}$,

$$
\begin{equation*}
x^{2}+2 x y+y^{2}=1 \tag{15}
\end{equation*}
$$

Here $\left(\begin{array}{ll}a & b \\ b & c\end{array}\right)=\left(\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right)$ and $t_{1}, t_{2}$ are the roots of the polynomial

$$
\left|\begin{array}{cc}
1-t & 1 \\
1 & 1-t
\end{array}\right|=t^{2}-2 t
$$

So $t_{1}=0, t_{2}=2$. In the $(u, v)$-system, $C_{H}$ has the equation

$$
0 u^{2}+2 v^{2}=1 \quad \text { or } \quad v^{2}=\frac{1}{2} .
$$

This equation describes a locus consisting of two parallel straight lines $v=1 / \sqrt{2}$ and $v=1 / \sqrt{2}$. Thus, here $C_{H}$ consists of two straight lines. We can also see this directly by writing (15) in the form

$$
(x+y)^{2}=1 \quad \text { or } \quad(x+y)^{2}-1=0
$$

or, equivalently, $((x+y)+1)((x+y)-1)=0$. So $C_{H}$ consists of the two lines $x+y+1=0$ and $x+y-1=0$.

Thus, in addition to the possibilities of an ellipse, hyperbola, and empty locus, noted in Theorem 2.13, $C_{H}$ may consist of two lines.

Exercise 8. Classify and sketch the curve $2 x y-y^{2}=1$.
Exercise 9. Classify and sketch the curve $4 x^{2}+2 \sqrt{2} x y+3 y^{2}=1$.
Exercise 10. Classify and sketch the curve $x^{2}-2 x y+y^{2}=1$.
The quadratic form $H(x, y)=a x^{2}+2 b x y+c y^{2}$ is called positive definite if $H(x, y)>0$ whenever $(x, y) \neq(0,0)$. For instance, $H(x, y)=2 x^{2}+3 y^{2}$ is positive definite and $H(x, y)=x^{2}-y^{2}$ is not positive definite.

Exercise 11. Give conditions on the coefficients $a, b, c$ in order that $H(x, y)$ is positive definite. Hint: Make use of formula (11).

Next, instead of the curve $C_{H}$ with the equation,

$$
H(x, y)=1,
$$

we consider the locus defined by the equation,

$$
\begin{equation*}
H(x, y)=0 \quad \text { or } \quad a x^{2}+2 b x y+c y^{2}=0 . \tag{16}
\end{equation*}
$$

This locus is not always a curve in the ordinary sense of the word; for instance, with $a=c=1, b=0$, we get the equation $x^{2}+y^{2}=0$, which defines a single point, the origin. If $a=b=c=0$, then the locus is the entire plane.

If $a=0$, equation (16) becomes

$$
\begin{equation*}
2 b x y+c y^{2}=0 \quad \text { or } \quad y(2 b x+c)=0 \tag{17}
\end{equation*}
$$

Exercise 12. Describe the locus defined by equation (17).
If $a \neq 0$, the only point ( $x, y$ ) that satisfies equation (16), with $y=0$, is the origin. Let us consider a point $(x, y)$ on the locus defined by (16) with
$y \neq 0$. Then,

$$
H(x, y)=y^{2}\left[a\left(\frac{x^{2}}{y^{2}}\right)+2 b\left(\frac{x}{y}\right)+c\right]
$$

We may write $H(x, y)=y^{2} P\left(\frac{x}{y}\right)$, where $P(t)=a t^{2}+2 b t+c$. If $b^{2}-$ $a c<0$, then $P$ has no real roots, so $P\left(\frac{x}{y}\right) \neq 0$ and $H(x, y) \neq 0$. Hence, in this case, the locus consists of the origin.

If $b^{2}-a c \geqslant c$, the $P$ has real roots $t_{1}, t_{2}$, and we can write for all $t$ $P(t)=a\left(t-t_{1}\right)\left(t-t_{2}\right)$. Therefore,

$$
\begin{aligned}
& H(x, y)=y^{2} P\left(\frac{x}{y}\right)=y^{2} a\left[\frac{x}{y}-t_{1}\right]\left[\frac{x}{y}-t_{2}\right] \quad \text { or } \\
& H(x, y)=a\left(x-t_{1} y\right)\left(x-t_{2} y\right)
\end{aligned}
$$

So $(x, y)$ belongs to the locus if and only if $x-t_{1} y=0$ or $x-t_{2} y=0$. Thus, the locus consists of the two lines with equations: $x-t_{1} y=0$ and $x-t_{2} y=0$. If $t_{1}=t_{2}$, the two lines coincide. To sum up, we have the locus defined by the equation $a x^{2}+2 b x y+c y^{2}=0$ is either a single point, (the origin), a pair of straight lines meeting at the origin, a single line passing through the origin, or the entire plane.

Exercise 13. Classify and sketch the following loci:
(a) $x^{2}-3 y^{2}=0$,
(b) $x y+y^{2}=0$,
(c) $x^{2}+2 x y+y^{2}=0$,
(d) $x^{2}+x y+y^{2}=0$.

Note: A student who has arrived at this point in the book and who is familiar with elementary calculus is now ready to learn one of the applications of linear algebra given in Chapter 8, namely, the study of systems of differential equations in two dimensions.

## CHAPTER 3.0

## Vector Geometry in 3-Space

Just as in the plane, we may use vectors to express the analytic geometry of 3-dimensional space.

We define a vector in 3 -space as a triplet of numbers $\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$ written in column form, with $x_{1}, x_{2}$, and $x_{3}$ as the first, second, and third coordinates. We designate this vector by a single capital letter $\mathbf{X}$, i.e., we write $\mathbf{X}=\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$. We can picture the vector $\mathbf{X}$ as an arrow or directed segment, starting at the origin and ending at the point $\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$. We denote by $\mathbb{R}^{3}$ the set of all vectors in 3 -space, and we denote by $\mathbb{R}^{2}$ the set of all vectors in the plane.
We add two vectors by adding their components, so if $\mathbf{X}=\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$ and $\mathbf{U}=\left(\begin{array}{l}u_{1} \\ u_{2} \\ u_{3}\end{array}\right]$, then

$$
\mathbf{X}+\mathbf{U}=\left(\begin{array}{l}
x_{1}+u_{1} \\
x_{2}+u_{2} \\
x_{3}+u_{3}
\end{array}\right)
$$

We multiply a vector by a scalar $c$ by multiplying each of the coordinates by $c$, so

$$
c \mathbf{X}=c\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)=\left(\begin{array}{l}
c x_{1} \\
c x_{2} \\
c x_{3}
\end{array}\right]
$$

We set $\mathbf{E}_{1}=\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right), \mathbf{E}_{2}=\left(\begin{array}{l}0 \\ 1 \\ 0\end{array}\right)$, and $\mathbf{E}_{3}=\left(\begin{array}{l}0 \\ 0 \\ 1\end{array}\right)$, and we call these the basis vectors of 3-space. The first coordinate axis is then obtained by taking all multiples $x_{1} \mathbf{E}_{1}=x_{1}\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right]=\left[\begin{array}{c}x_{1} \\ 0 \\ 0\end{array}\right]$, of $\mathbf{E}_{1}$, and the second and third coordinate axes are defined similarly. Any vector $\mathbf{X}$ may be expressed uniquely as a sum of vectors on the three coordinate axes:

$$
\mathbf{X}=\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)=\left(\begin{array}{c}
x_{1} \\
0 \\
0
\end{array}\right)+\left(\begin{array}{c}
0 \\
x_{2} \\
0
\end{array}\right)+\left(\begin{array}{c}
0 \\
0 \\
x_{3}
\end{array}\right)=x_{1} \mathbf{E}_{1}+x_{2} \mathbf{E}_{2}+x_{3} \mathbf{E}_{3} .
$$

Geometrically, we may think of $\mathbf{X}$ as a diagonal segment in a rectangular prism with edges parallel to the coordinate axes (see Fig. 3.1).

Let $\mathbf{X}=\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$ and $\mathbf{U}=\left[\begin{array}{l}u_{1} \\ u_{2} \\ u_{3}\end{array}\right]$ be two vectors. What is the geometric description of the vector $\mathbf{X}+\mathbf{U}$ ? (see Fig. 3.2). By analogy with the situation in Section 2.0, we expect to obtain $\mathbf{X}+\mathbf{U}$ by moving the segment $\mathbf{U}$ parallel to itself so that its starting point lands at $\mathbf{X}$, and then taking its endpoint. To see that this expectation is correct, we can reason as follows: If we move the segment $\mathbf{U}$ first in the $x$-direction by $x_{1}$ units, then in the
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$y$-direction by $x_{2}$ units, and finally in the $z$-direction by $x_{3}$ units, it will at all times remain parallel to its original position and in its final position it will start at $\mathbf{X}$. If we move the segment $\mathbf{U}$ by $x_{1}$ units in the $x$-direction, its new endpoint is $\left(\begin{array}{c}u_{1}+x_{1} \\ u_{2} \\ u_{3}\end{array}\right]$. Taking the corresponding steps in the $y$ - and $z$-directions, we get $\left[\begin{array}{l}u_{1}+x_{1} \\ u_{2}+x_{2} \\ u_{3}+x_{3}\end{array}\right]=\mathbf{U}+\mathbf{X}$ for the final position of the endpoint.

By the difference of two vectors $\mathbf{X}$ and $\mathbf{U}$, we mean the vector $\mathbf{X}+(-\mathbf{U})$, which we add to $\mathbf{U}$ to get $\mathbf{X}$ (see Fig. 3.3). We may think of $\mathbf{X}+(-\mathbf{U})$ as the vector from the origin which is parallel to the segment from the endpoint of $\mathbf{U}$ to the endpoint of $\mathbf{X}$ and has the same length and direction. We often write $\mathbf{X}-\mathbf{U}$ for the sum $\mathbf{X}+(-\mathbf{U})$.

As in the case of the plane, we can establish the following properties of vector addition and scalar multiplication in 3 -space: For all vectors $\mathbf{X}, \mathbf{U}$, $\mathbf{A}$, and all scalars $r, s$, we have
(i) $\mathbf{X}+\mathbf{U}=\mathbf{U}+\mathbf{X}$;
(ii) $(\mathbf{X}+\mathbf{U})+\mathbf{A}=\mathbf{X}+(\mathbf{U}+\mathbf{A})$;
(iii) there is a vector $\mathbf{0}$ such that $\mathbf{X}+\mathbf{0}=\mathbf{X}=\mathbf{0}+\mathbf{X}$ for all $\mathbf{X}$;
(iv) For any $\mathbf{X}$ there is a vector $-\mathbf{X}$ such that $\mathbf{X}+(-\mathbf{X})=\mathbf{0}$;
(v) $r(\mathbf{X}+\mathbf{U})=r \mathbf{X}+r \mathbf{U}$;
(vi) $(r+s)(\mathbf{X})=r \mathbf{X}+s \mathbf{X}$;
(vii) $r(s \mathbf{X})=(r s) \mathbf{X}$;
(viii) $1 \cdot \mathbf{X}=\mathbf{X}$ for each $\mathbf{X}$.
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Each of these properties can be established by referring to the coordinatewise definitions of addition and scalar multiplication.

If $\mathbf{A}$ and $\mathbf{B}$ are vectors in $\mathbb{R}^{3}$ and $s$ and $t$ are scalars, the expression

$$
s \mathbf{A}+t \mathbf{B}
$$

is called a linear combination of $\mathbf{A}$ and $\mathbf{B}$.
As in two dimensions, the vectors $\mathbf{A}$ and $\mathbf{B}$ in $\mathbb{R}^{3}$ are said to be linearly dependent if one is a scalar multiple of the other. A collection of three vectors, $\mathbf{A}, \mathbf{B}, \mathbf{C}$ is said to be linearly dependent if one of the vectors is a linear combination of the other two vectors.

Example 1. If $\mathbf{A}=\left(\begin{array}{l}2 \\ 1 \\ 3\end{array}\right], \mathbf{B}=\left(\begin{array}{c}-1 \\ 0 \\ -2\end{array}\right]$, and $\mathbf{C}=\left(\begin{array}{l}5 \\ 2 \\ 8\end{array}\right]$, then the triplet $\mathbf{A}, \mathbf{B}, \mathbf{C}$ is linearly dependent because

$$
\mathbf{C}=2 \mathbf{A}+(-1) \mathbf{B}
$$

If a collection of vectors is not linearly dependent, it is said to be linearly independent.

Example 2. The vectors $\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right),\left(\begin{array}{l}0 \\ 1 \\ 0\end{array}\right)$, and $\left(\begin{array}{l}0 \\ 0 \\ 1\end{array}\right)$ are linearly independent since it is impossible to write $\left(\begin{array}{l}0 \\ 0 \\ 1\end{array}\right)$ as $s\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right)+t\left(\begin{array}{l}0 \\ 1 \\ 0\end{array}\right]$, and, similarly, for $\left(\begin{array}{l}0 \\ 1 \\ 0\end{array}\right)$ and $\left[\begin{array}{l}0 \\ 0 \\ 1\end{array}\right]$.

Exercise 1. Prove that the set of three vectors $\mathbf{A}, \mathbf{B}, \mathbf{C}$ is linearly dependent if and only if it is possible to find scalars $r, s, t$ not all zero, such that

$$
r \mathbf{A}+s \mathbf{B}+t \mathbf{C}=\mathbf{0}
$$

Show that under these conditions we can write one of the vectors as a linear combination of the other two and show the converse.

An extremely useful notion which helps to express many of the ideas of the geometry of 3 -space is the dot product. We define

$$
\mathbf{X} \cdot \mathbf{U}=\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right] \cdot\left[\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3}
\end{array}\right)=x_{1} u_{1}+x_{2} u_{2}+x_{3} u_{3} .
$$

The dot product of two vectors is a scalar, e.g.,

$$
\left(\begin{array}{l}
2 \\
1 \\
3
\end{array}\right] \cdot\left[\begin{array}{c}
2 \\
4 \\
-6
\end{array}\right)=2 \cdot 2+1 \cdot 4+3 \cdot(-6)=-10
$$

We have $\mathbf{E}_{1} \cdot \mathbf{E}_{2}=\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right) \cdot\left(\begin{array}{l}0 \\ 1 \\ 0\end{array}\right)=0$ and $\mathbf{E}_{1} \cdot \mathbf{E}_{1}=\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right) \cdot\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right)=1$. Similarly, $\mathbf{E}_{2} \cdot \mathbf{E}_{3}=0=\mathbf{E}_{3} \cdot \mathbf{E}_{1}$, while $\mathbf{E}_{2} \cdot \mathbf{E}_{2}=1=\mathbf{E}_{3} \cdot \mathbf{E}_{3}$.

As in the plane, the dot product behaves somewhat like the ordinary product of numbers. We have the distributive property $(\mathbf{X}+\mathbf{Y}) \cdot \mathbf{U}=$ $\mathbf{X} \cdot \mathbf{U}+\mathbf{Y} \cdot \mathbf{U}$ and the commutative property $\mathbf{X} \cdot \mathbf{U}=\mathbf{U} \cdot \mathbf{X}$. Moreover, for scalar multiplication, we have $(t \mathbf{X}) \cdot \mathbf{U}=t(\mathbf{X} \cdot \mathbf{U})$. To prove this last statement, note that

$$
\begin{aligned}
(t \mathbf{X}) \cdot \mathbf{U} & =\left(\begin{array}{l}
t x_{1} \\
t x_{2} \\
t x_{3}
\end{array}\right] \cdot\left(\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3}
\end{array}\right]=\left(t x_{1}\right) u_{1}+\left(t x_{2}\right) u_{2}+\left(t x_{3}\right) u_{3} \\
& =t\left(x_{1} u_{1}+x_{2} u_{2}+x_{3} u_{3}\right)=t(\mathbf{X} \cdot \mathbf{U})
\end{aligned}
$$

The other properties also have straightforward proofs in terms of coordinates.

By the Pythagorean Theorem in 3-space, the distance from a point $\mathbf{X}=\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$ to the origin is $\sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}}$, and we define this number to be the length of the vector $\mathbf{X}$, written $|\mathbf{X}|$. For example, $\left|\left(\begin{array}{c}3 \\ 4 \\ 12\end{array}\right)\right|=\sqrt{169}=13$, while $\left|\mathbf{E}_{i}\right|=1$ for each $i$ and $|0|=0$.

In general, $\mathbf{X} \cdot \mathbf{X}=\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right] \cdot\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}$, and so this is the square of the length $|\mathbf{X}|$ of the vector $\mathbf{X}$. Note that for any scalar $c$, we have
$|c \mathbf{X}|=\sqrt{c \mathbf{X} \cdot c \mathbf{X}}=\sqrt{c^{2} \mathbf{X} \cdot \mathbf{X}}=|c| \sqrt{\mathbf{X} \cdot \mathbf{X}}=|c||\mathbf{X}|$, where $|c|=\sqrt{c^{2}}$ is the absolute value of the scalar $c$. We have $|\mathbf{X}| \geqslant 0$ with $|\mathbf{X}|=0$ if and only if $\mathbf{X}=\mathbf{0}$.

In terms of the notion of dot product, we shall now treat seven basic geometric problems:
(i) To decide when two given vectors $\mathbf{X}$ and $\mathbf{U}$ are perpendicular.
(ii) To calculate the angle between two vectors.
(iii) To find the projection of a given vector on a given line through the origin.
(iv) To find the projection of a given vector on a given plane through the origin.
(v) To compute the distance from a given point to a given plane through the origin.
(vi) To compute the distance from a given point to a given line through the origin.
(vii) To compute the area of the parallelogram formed by two vectors in 3 -space.
(i) As in the case of the plane, we may use the law of cosines to give an interpretation of the dot product in terms of the lengths $|\mathbf{X}|$ and $|\mathbf{U}|$ of the vectors $\mathbf{X}$ and $\mathbf{U}$ and the angle $\theta$ between them. The law of cosines states

$$
|\mathbf{X}-\mathbf{U}|^{2}=|\mathbf{X}|^{2}+|\mathbf{U}|^{2}-2|\mathbf{X}||\mathbf{U}| \cos \theta
$$

But

$$
\begin{aligned}
|\mathbf{X}-\mathbf{U}|^{2} & =(\mathbf{X}-\mathbf{U}) \cdot(\mathbf{X}-\mathbf{U})=\mathbf{X} \cdot \mathbf{X}-2 \mathbf{X} \cdot \mathbf{U}+\mathbf{U} \cdot \mathbf{U} \\
& =|\mathbf{X}|^{2}+|\mathbf{U}|^{2}-2 \mathbf{X} \cdot \mathbf{U} .
\end{aligned}
$$

Thus

$$
\mathbf{X} \cdot \mathbf{U}=|\mathbf{X}||\mathbf{U}| \cos \theta
$$

The vectors $\mathbf{X}$ and $\mathbf{U}$ will be perpendicular if and only if $\cos \theta=0$, so if and only if $\mathbf{X} \cdot \mathbf{U}=0$.
(ii) If $\mathbf{X}$ and $\mathbf{U}$ are not perpendicular, we may use the dot product to compute the cosine of the angle between $\mathbf{X}$ and $\mathbf{U}$. For example, if $\mathbf{X}=\left(\begin{array}{l}1 \\ 2 \\ 1\end{array}\right)$ and $\mathbf{U}=\left[\begin{array}{c}-1 \\ 1 \\ 3\end{array}\right]$, then $\mathbf{X} \cdot \mathbf{U}=(1)(-1)+(2)(1)+(1)(3)=4,|\mathbf{X}|=\sqrt{6}$, $|\mathbf{U}|=\sqrt{11}$, so $\cos \theta=4 / \sqrt{6} \sqrt{11}$.
(iii) The projection $P(\mathbf{X})$ of a given vector $\mathbf{X}$ to the line of multiples of a given vector $\mathbf{U}$ is the vector $t \mathbf{U}$ such that $\mathbf{X}-t \mathbf{U}$ is perpendicular to $\mathbf{U}$ (see Fig. 3.4). This condition enables us to compute $t$ since $0=(\mathbf{X}-t \mathbf{U}) \cdot \mathbf{U}$ $=\mathbf{X} \cdot \mathbf{U}-(t \mathbf{U}) \cdot \mathbf{U}=\mathbf{X} \cdot \mathbf{U}-t(\mathbf{U} \cdot \mathbf{U})$, so $t=\mathbf{X} \cdot \mathbf{U} / \mathbf{U} \cdot \mathbf{U}$ and we have a
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formula for the projection:

$$
\begin{equation*}
P(\mathbf{X})=\left(\frac{\mathbf{X} \cdot \mathbf{U}}{\mathbf{U} \cdot \mathbf{U}}\right) \mathbf{U} \tag{1}
\end{equation*}
$$

Note that this is the same as the formula we obtained in the 2 dimensional case.

Note also that

$$
\begin{equation*}
P(\mathbf{X}) \cdot \mathbf{U}=\left(\left(\frac{\mathbf{X} \cdot \mathbf{U}}{\mathbf{U} \cdot \mathbf{U}}\right) \mathbf{U}\right) \cdot \mathbf{U}=\left(\frac{\mathbf{X} \cdot \mathbf{U}}{\mathbf{U} \cdot \mathbf{U}}\right)(\mathbf{U} \cdot \mathbf{U})=\mathbf{X} \cdot \mathbf{U} \tag{2}
\end{equation*}
$$

(iv) Fix a nonzero vector $\mathbf{U}=\left[\begin{array}{l}u_{1} \\ u_{2} \\ u_{3}\end{array}\right]$ and denote by $\Pi$ the plane through the origin which is orthogonal to $\mathbf{U}$. Since $\mathbf{Y}=\left[\begin{array}{l}y_{1} \\ y_{2} \\ y_{3}\end{array}\right]$ lies in $\Pi$ if and only if $\mathbf{Y} \cdot \mathbf{U}=0$, an equation of $\Pi$ is

$$
\begin{equation*}
u_{1} y_{1}+u_{2} y_{2}+u_{3} y_{3}=0 \tag{3}
\end{equation*}
$$

Let $\mathbf{X}$ be a vector. We denote by $Q(\mathbf{X})$ the projection of $\mathbf{X}$ on $\Pi$, i.e., the foot of the perpendicular dropped from $\mathbf{X}$ to $\Pi$. Then the segment joining $\mathbf{X}$ and $Q(\mathbf{X})$ is parallel to $\mathbf{U}$, so for some scalar $t$,

$$
\mathbf{X}-Q(\mathbf{X})=t \mathbf{U}
$$

Then $\mathbf{X}-t \mathbf{U}=Q(\mathbf{X})$. Since $Q(\mathbf{X})$ is in $\Pi, \mathbf{X}-t \mathbf{U}$ is perpendicular to $\mathbf{U}$. Then, by the discussion of (iii), $\mathbf{X}-Q(\mathbf{X})=P(\mathbf{X})$ or

$$
Q(\mathbf{X})=\mathbf{X}-P(\mathbf{X})
$$

(v) The distance from the point $\mathbf{X}$ to the plane through the origin
perpendicular to $\mathbf{U}$ is precisely the length of the projection vector $P(\mathbf{X})$, i.e.,

$$
|P(\mathbf{X})|=\left|\frac{\mathbf{X} \cdot \mathbf{U}}{\mathbf{U} \cdot \mathbf{U}}\right||\mathbf{U}|=\frac{|\mathbf{X} \cdot \mathbf{U}|}{|\mathbf{U}|}
$$

It follows that the distance $d$ from the point $\mathbf{X}$ to the plane through the origin perpendicular to $\mathbf{U}$ with the equation $x_{1} u_{1}+x_{2} u_{2}+x_{3} u_{3}=0$ is given by

$$
\begin{equation*}
d=\frac{\left|x_{1} u_{1}+x_{2} u_{2}+x_{3} u_{3}\right|}{\sqrt{u_{1}^{2}+u_{2}^{2}+u_{3}^{2}}} \tag{4}
\end{equation*}
$$

(vi) The distance from the point $\mathbf{X}$ to the line along $\mathbf{U}$ with $\mathbf{U} \neq \mathbf{0}$ is the length of the difference vector $|\mathbf{X}-P(\mathbf{X})|$. Since $\mathbf{X}-P(\mathbf{X})$ is perpendicular to $P(\mathbf{X})$, we get $|\mathbf{X}|^{2}=|P(\mathbf{X})|^{2}+|\mathbf{X}-P(\mathbf{X})|^{2}$, so

$$
|\mathbf{X}-P(\mathbf{X})|^{2}=|\mathbf{X}|^{2}-|P(\mathbf{X})|^{2}
$$

and hence

$$
|\mathbf{X}-P(\mathbf{X})|^{2}=\mathbf{X} \cdot \mathbf{X}-\frac{|\mathbf{X} \cdot \mathbf{U}|^{2}}{|\mathbf{U}|^{2}}
$$

(see Fig. 3.5) and so the distance is given by

$$
\begin{equation*}
\sqrt{\mathbf{X} \cdot \mathbf{X}-\frac{(\mathbf{X} \cdot \mathbf{U})^{2}}{(\mathbf{U} \cdot \mathbf{U})}}=\frac{\sqrt{(\mathbf{X} \cdot \mathbf{X})(\mathbf{U} \cdot \mathbf{U})-(\mathbf{X} \cdot \mathbf{U})^{2}}}{|\mathbf{U}|} \tag{5}
\end{equation*}
$$

(vii) Let $\mathbf{A}, \mathbf{B}$ be two vectors and let $\Pi$ denote the parallelogram with two sides along $A$ and $B$ (see Fig. 3.6). The area of $\Pi$ is the product of the base
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$|\mathbf{B}|$, and the altitude on that base which is the distance from $\mathbf{A}$ to $\mathbf{B}$. By (5), this distance $=(1 /|\mathbf{B}|) \sqrt{(\mathbf{A} \cdot \mathbf{A})(\mathbf{B} \cdot \mathbf{B})-(\mathbf{A} \cdot \mathbf{B})^{2}}$, so

$$
\begin{equation*}
\text { area } \Pi=\sqrt{(\mathbf{A} \cdot \mathbf{A})(\mathbf{B} \cdot \mathbf{B})-(\mathbf{A} \cdot \mathbf{B})^{2}} \tag{6}
\end{equation*}
$$

## §1. The Cross Product and Systems of Equations

Consider a system of two equations in three unknowns:

$$
\begin{align*}
& a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}=0  \tag{7}\\
& b_{1} x_{1}+b_{2} x_{2}+b_{3} x_{3}=0
\end{align*}
$$

We set $\mathbf{A}=\left(\begin{array}{l}a_{1} \\ a_{2} \\ a_{3}\end{array}\right)$ and $\mathbf{B}=\left(\begin{array}{l}b_{1} \\ b_{2} \\ b_{3}\end{array}\right]$. A solution vector $\mathbf{X}=\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$ for (7) satisfies

$$
\mathbf{A} \cdot \mathbf{X}=0, \quad \mathbf{B} \cdot \mathbf{X}=0
$$

We may find such an $\mathbf{X}$ by multiplying the first equation by $b_{1}$ and the second by $a_{1}$ and subtracting

$$
\begin{gather*}
a_{1} b_{1} x_{1}+a_{2} b_{1} x_{2}+a_{3} b_{1} x_{3}=0 \\
a_{1} b_{1} x_{1}+a_{1} b_{2} x_{2}+a_{1} b_{3} x_{3}=0 \\
\left(a_{2} b_{1}-a_{1} b_{2}\right) x_{2}+\left(a_{3} b_{1}-a_{1} b_{3}\right) x_{3}=0 \tag{8a}
\end{gather*}
$$

Similarly, we may multiply the first equation by $b_{2}$ and the second by $a_{2}$ and subtract to get

$$
\begin{equation*}
\left(a_{1} b_{2}-a_{2} b_{1}\right) x_{1}+\left(a_{3} b_{2}-a_{2} b_{3}\right) x_{3}=0 \tag{8b}
\end{equation*}
$$
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We can obtain a solution to the system (8a), (8b) by choosing

$$
\begin{equation*}
x_{1}=\left(a_{2} b_{3}-a_{3} b_{2}\right), \quad x_{2}=\left(a_{3} b_{1}-a_{1} b_{3}\right), \quad x_{3}=\left(a_{1} b_{2}-a_{2} b_{1}\right) \tag{9}
\end{equation*}
$$

Note that if we think of the subscripts $1,2,3$ on a wheel, with 1 followed by 2 , followed by 3 , and three followed by 1 (see Fig. 3.7), then in (9), $x_{2}$ is obtained from $x_{1}$, and $x_{3}$ is obtained from $x_{2}$ by following this succession of subscripts of $a_{i}, b_{i}$. We define the cross product $\mathbf{A} \times \mathbf{B}$ of $\mathbf{A}$ and $\mathbf{B}$ to be the vector

$$
\mathbf{A} \times \mathbf{B}=\left(\begin{array}{l}
a_{2} b_{3}-a_{3} b_{2}  \tag{10}\\
a_{3} b_{1}-a_{1} b_{3} \\
a_{1} b_{2}-a_{2} b_{1}
\end{array}\right]
$$

The vector $\mathbf{X}=\mathbf{A} \times \mathbf{B}$ indeed satisfies the conditions

$$
\mathbf{A} \cdot \mathbf{X}=0, \quad \mathbf{B} \cdot \mathbf{X}=0
$$

which we set out to satisfy, and this is so since in the expression

$$
\mathbf{A} \cdot \mathbf{X}=a_{1}\left(a_{2} b_{3}-a_{3} b_{2}\right)+a_{2}\left(a_{3} b_{1}-a_{1} b_{3}\right)+a_{3}\left(a_{1} b_{2}-a_{2} b_{1}\right)
$$

all terms cancel, leaving 0 . The same happens for $\mathbf{B} \cdot \mathbf{X}$.
We shall see that the cross product is very useful in solving geometric problems in 3 dimensions.

We may easily verify that the cross product has the following properties:
(i) $\mathbf{A} \times \mathbf{A}=\mathbf{0}$, for every vector $\mathbf{A}$.
(ii) $\mathbf{B} \times \mathbf{A}=-\mathbf{A} \times \mathbf{B}$, for all $\mathbf{A}, \mathbf{B}$.
(iii) $\mathbf{A} \times(\mathbf{B}+\mathbf{C})=\mathbf{A} \times \mathbf{B}+\mathbf{A} \times \mathbf{C}$, for all $\mathbf{A}, \mathbf{B}, \mathbf{C}$.
(iv) $(t \mathbf{A}) \times \mathbf{B}=t(\mathbf{A} \times \mathbf{B})$ if $t$ is a scalar.

Exercise 2. Show that $\mathbf{E}_{1} \times \mathbf{E}_{2}=\mathbf{E}_{3}, \mathbf{E}_{2} \times \mathbf{E}_{3}=\mathbf{E}_{1}$, and $\mathbf{E}_{1} \times \mathbf{E}_{3}=-\mathbf{E}_{2}$.
Exercise 3. Show that $\mathbf{A} \times \mathbf{B}=-\mathbf{B} \times \mathbf{A}$.
Exercise 4. Show that $\mathbf{A} \times(\mathbf{B}+\mathbf{C})=(\mathbf{A} \times \mathbf{B})+(\mathbf{A} \times \mathbf{C})$.
Exercise 5. Show that $t \mathbf{A} \times \mathbf{B}=t(\mathbf{A} \times \mathbf{B})$.
Exercise 6. Show that $\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})=\mathbf{B} \cdot(\mathbf{C} \times \mathbf{A})=\mathbf{C} \cdot(\mathbf{A} \times \mathbf{B})$.

We now prove some propositions about the cross product.
(v). If $\mathbf{A}$ and $\mathbf{B}$ are linearly dependent, then $\mathbf{A} \times \mathbf{B}=\mathbf{0}$.

Proof. If $\mathbf{B}=\mathbf{0}$, then $\mathbf{A} \times \mathbf{B}=\mathbf{0}$ automatically. If $\mathbf{B} \neq \mathbf{0}$ and $\mathbf{A}=t \mathbf{B}$, then $\mathbf{A} \times \mathbf{B}=(t \mathbf{B}) \times \mathbf{B}=t(\mathbf{B} \times \mathbf{B})=\mathbf{0}$.
(vi). Conversely, if $\mathbf{A} \times \mathbf{B}=\mathbf{0}$, then $\mathbf{A}$ and $\mathbf{B}$ are linearly dependent.

Proof. If $\mathbf{A} \times \mathbf{B}=\mathbf{0}$, then either $\mathbf{B}=\mathbf{0}$ or at least one of the components of $\mathbf{B}$ is nonzero. Assume $b_{3} \neq 0$. Then $a_{3} b_{2}-a_{2} b_{3}=0$, so $a_{2}=\left(a_{3} / b_{3}\right) b_{2}$ and $-a_{3} b_{1}+a_{1} b_{3}=0$, so $a_{1}=\left(a_{3} / b_{3}\right) b_{1}$. It follows that

$$
\mathbf{A}=\left(\begin{array}{l}
a_{1} \\
a_{2} \\
a_{3}
\end{array}\right)=\left(\begin{array}{l}
\left(a_{3} / b_{3}\right) b_{1} \\
\left(a_{3} / b_{3}\right) b_{2} \\
\left(a_{3} / b_{3}\right) b_{3}
\end{array}\right)=\left(a_{3} / b_{3}\right)\left(\begin{array}{l}
b_{1} \\
b_{2} \\
b_{3}
\end{array}\right)=\left(a_{3} / b_{3}\right) \mathbf{B}
$$

Therefore, $\mathbf{A}$ is a scalar multiple of $\mathbf{B}$, so $\mathbf{A}$ and $\mathbf{B}$ are linearly dependent. We reason similarly if $b_{2} \neq 0$ or $b_{1} \neq 0$.

Exercise 7. If A, B, C are linearly dependent, show that $\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})=\mathbf{B} \cdot(\mathbf{C} \times \mathbf{A})$ $=\mathbf{C} \cdot(\mathbf{A} \times \mathbf{B})=\mathbf{0}$.
(vii). Let $\Pi$ denote the parallelogram in $\mathbb{R}^{3}$ with sides along $\mathbf{A}$ and $\mathbf{B}$, where $\mathbf{B} \neq \mathbf{0}$ (see Fig. 3.8). Then

$$
\begin{equation*}
\text { area } \Pi=|\mathbf{A} \times \mathbf{B}| \tag{11}
\end{equation*}
$$

Proof. We have already found formula (6) for the area $\Pi$ :

$$
\operatorname{area} \Pi=\sqrt{(\mathbf{A} \cdot \mathbf{A})(\mathbf{B} \cdot \mathbf{B})-(\mathbf{A} \cdot \mathbf{B})^{2}}
$$
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In coordinates, this gives

$$
\begin{aligned}
(\operatorname{area} \Pi)^{2}= & \left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right)\left(b_{1}^{2}+b_{2}^{2}+b_{3}^{2}\right)-\left(a_{1} b_{1}+a_{2} b_{2}+a_{3} b_{3}\right)^{2} \\
= & a_{1}^{2} b_{1}^{2}+a_{1}^{2} b_{2}^{2}+a_{1}^{2} b_{3}^{2}-\left(a_{1} b_{1}\right)^{2}-2 a_{1} b_{1} a_{2} b_{2} \\
& +a_{2}^{2} b_{1}^{2}+a_{2}^{2} b_{2}^{2}+a_{2}^{2} b_{3}^{2}-\left(a_{2} b_{2}\right)^{2}-2 a_{1} b_{1} a_{3} b_{3} \\
& +a_{3}^{2} b_{1}^{2}+a_{3}^{2} b_{2}^{2}+a_{3}^{2} b_{3}^{2}-\left(a_{3} b_{3}\right)^{2}-2 a_{2} b_{2} a_{3} b_{3} \\
= & \left(a_{1} b_{2}-a_{2} b_{1}\right)^{2}+\left(a_{3} b_{1}-a_{1} b_{3}\right)^{2}+\left(a_{2} b_{3}-a_{3} b_{2}\right)^{2} \\
= & |\mathbf{A} \times \mathbf{B}|^{2} .
\end{aligned}
$$

This establishes formula (11).
Observe that if $\mathbf{A}$ and $\mathbf{B}$ are linearly dependent, then the parallelogram $\Pi$ will be contained in a line so its area will be 0 , agreeing with the fact that $\mathbf{A} \times \mathbf{B}=\mathbf{0}$ in this case.

Let us now summarize what we have found.
If $\mathbf{A}$ and $\mathbf{B}$ are not linearly dependent, then we may describe the vector $\mathbf{A} \times \mathbf{B}$ by saying that it is perpendicular to $\mathbf{A}$ and $\mathbf{B}$ and it has length equal to the area of the parallelogram determined by $\mathbf{A}$ and $\mathbf{B}$. Note that this description applies equally well to two vectors, $\mathbf{A} \times \mathbf{B}$ and $-(\mathbf{A} \times \mathbf{B})$ lying on opposite sides of the plane containing $\mathbf{A}$ and $\mathbf{B}$.

In Chapter 3.5 we will go more deeply into the significance of the sign of $\mathbf{A} \times \mathbf{B}$.

Next, we shall give a generalization of the Pythagorean Theorem. If we project $\mathbf{A}$ and $\mathbf{B}$ into the $x_{1} x_{2}$ plane, we get the vectors $\left(\begin{array}{c}a_{1} \\ a_{2} \\ 0\end{array}\right]$ and $\left[\begin{array}{c}b_{1} \\ b_{2} \\ 0\end{array}\right]$. Note that the area of the parallelogram $\Pi_{12}$ determined by these two vectors is given by

$$
\left|\left(\begin{array}{c}
a_{1} \\
a_{2} \\
0
\end{array}\right) \times\left(\begin{array}{c}
b_{1} \\
b_{2} \\
0
\end{array}\right)\right|=\left|\left(\begin{array}{c}
0 \\
0 \\
a_{1} b_{2}-a_{2} b_{1}
\end{array}\right]\right|=\left|a_{1} b_{2}-a_{2} b_{1}\right|
$$

Similarly, the area of the parallelogram $\Pi_{23}$ determined by the projections $\left(\begin{array}{c}0 \\ a_{2} \\ a_{3}\end{array}\right)$ and $\left[\begin{array}{c}0 \\ b_{2} \\ b_{3}\end{array}\right)$ of $\mathbf{A}$ and $\mathbf{B}$ to the $x_{2} x_{3}$ plane is given by area $\left(\Pi_{23}\right)=$ $\left|a_{3} b_{2}-a_{2} b_{3}\right|$, and finally area $\Pi_{13}=\left|a_{3} b_{1}-a_{1} b_{3}\right|$ (see Fig. 3.9).

Formula (vii) thus yields the following striking result which is a generalization of the Pythagorean Theorem:
(viii) $\quad(\operatorname{area} \Pi)^{2}=\left(\operatorname{area} \Pi_{12}\right)^{2}+\left(\operatorname{area} \Pi_{23}\right)^{2}+\left(\operatorname{area} \Pi_{13}\right)^{2}$.

This is the analogue of the theorem that the square of the length of a vector is the sum of the squares of its projections to the three coordinate
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axes (see Fig. 3.10):
(ix) Given three vectors $\mathbf{A}, \mathbf{B}, \mathbf{C}$ in 3-space, we shall next obtain a formula for the volume of the parallelepiped determined by these three vectors.

If $\mathbf{A}$ and $\mathbf{B}$ are linearly independent, then the distance from the vector $\mathbf{C}$ to the plane determined by $\mathbf{A}$ and $\mathbf{B}$ equals the length of the projection of $\mathbf{C}$ to the line along $\mathbf{A} \times \mathbf{B}$, since the vector $\mathbf{A} \times \mathbf{B}$ is orthogonal to that plane.


Figure 3.10

So the distance is given by

$$
\begin{equation*}
\frac{|\mathbf{C} \cdot(\mathbf{A} \times \mathbf{B})|}{|\mathbf{A} \times \mathbf{B}|} \tag{12}
\end{equation*}
$$

(x) It follows that the volume of the parallelepiped $\Pi$ with sides along $\mathbf{A}$, $\mathbf{B}$, and $\mathbf{C}$ is given by the area of the base $|\mathbf{A} \times \mathbf{B}|$ multiplied by the height $|\mathbf{C} \cdot(\mathbf{A} \times \mathbf{B})| /|\mathbf{A} \times \mathbf{B}|$, i.e.,

$$
\begin{equation*}
\text { volume } \Pi=|\mathbf{C} \cdot(\mathbf{A} \times \mathbf{B})| . \tag{13}
\end{equation*}
$$

If $\mathbf{A}, \mathbf{B}$, and $\mathbf{C}$ are linearly dependent, then the parallelepiped is contained in a plane so its volume will be zero, which agrees with the fact that $\mathbf{C} \cdot(\mathbf{A} \times \mathbf{B})=0$ in such a case, as we saw in Exercise 7.

We shall next see how the cross product helps us to study systems of linear equations.

We consider a system of three equations in the three unknowns $x_{1}, x_{2}$, $x_{3}$ :

$$
\begin{array}{r}
a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}=0 \\
b_{1} x_{1}+b_{2} x_{2}+b_{3} x_{3}=0  \tag{14}\\
c_{1} x_{1}+c_{2} x_{2}+c_{3} x_{3}=0
\end{array}
$$

We set $\mathbf{A}=\left(\begin{array}{l}a_{1} \\ a_{2} \\ a_{3}\end{array}\right], \mathbf{B}=\left(\begin{array}{l}b_{1} \\ b_{2} \\ b_{3}\end{array}\right), \mathbf{C}=\left(\begin{array}{l}c_{1} \\ c_{2} \\ c_{3}\end{array}\right]$. The solutions $\mathbf{X}=\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$ of the system (14) are the vectors $\mathbf{X}$ such that $\mathbf{X}$ is perpendicular to the three vectors $\mathbf{A}, \mathbf{B}$, C. We shall show the following:
(xi). There exists a nonzero solution vector $\mathbf{X}$ of (14) if and only if $\mathbf{C} \cdot(\mathbf{A} \times \mathbf{B})=0$.

Proof. Assume that $\mathbf{C} \cdot(\mathbf{A} \times \mathbf{B})=0$. If $\mathbf{A}$ and $\mathbf{B}$ are linearly dependent, there is some plane $\Pi$ through the origin which contains $\mathbf{A}, \mathbf{B}$, and $\mathbf{C}$. We choose a nonzero vector $\mathbf{X}$ perpendicular to $\Pi$. Then $\mathbf{X} \cdot \mathbf{A}=0, \mathbf{X} \cdot \mathbf{B}=0$, $\mathbf{X} \cdot \mathbf{C}=0$, so $\mathbf{X}$ is a solution of (14).

If $\mathbf{A}$ and $\mathbf{B}$ are lincarly independent, then $\mathbf{A} \times \mathbf{B} \neq 0$. By assumption, $(\mathbf{A} \times \mathbf{B}) \cdot \mathbf{C}=0$. Also $(\mathbf{A} \times \mathbf{B}) \cdot \mathbf{A}=0$ and $(\mathbf{A} \times \mathbf{B}) \cdot \mathbf{B}=0$. So $\mathbf{A} \times \mathbf{B}$ is a nonzero solution of (14).

Conversely, assume that $\mathbf{C} \cdot(\mathbf{A} \times \mathbf{B}) \neq 0$. Then $\mathbf{A}$ and $\mathbf{B}$ are linearly independent, since otherwise $\mathbf{A} \times \mathbf{B}=\mathbf{0}$ and so $\mathbf{C} \cdot(\mathbf{A} \times \mathbf{B})=0$, contrary to assumption. Let $\Pi$ be the plane through the origin containing $\mathbf{A}$ and $\mathbf{B}$. Then $\mathbf{A} \times \mathbf{B}$ is perpendicular to $\Pi$, and every vector perpendicular to $\Pi$ is a scalar multiple of $\mathbf{A} \times \mathbf{B}$. If $\mathbf{X}$ is a solution of (14), it follows that $\mathbf{X}=$ $t(\mathbf{A} \times \mathbf{B})$ for some scalar $t$. Since $\mathbf{X} \cdot \mathbf{C}=0,(t(\mathbf{A} \times \mathbf{B})) \cdot C=t((\mathbf{A} \times \mathbf{B}) \cdot \mathbf{C})$ $=0$, and so $t=0$. Hence, $\mathbf{X}=\mathbf{0}$ as claimed.

The following is a fundamental property of the geometry of $\mathbb{R}^{3}$.

Proposition 1. If $\mathbf{A}, \mathbf{B}, \mathbf{C}$ are three linearly independent vectors in $\mathbb{R}^{3}$, then every vector $\mathbf{Y}$ in $\mathbb{R}^{3}$ can be uniquely expressed as a linear combination of $\mathbf{A}$, B , and $\mathbf{C}$.

Proof. Since $\mathbf{C}$ is not a linear combination of $\mathbf{A}$ and $\mathbf{B}$, the line $\{\mathbf{Y}-t \mathbf{C} \mid t$ real \} which goes through $\mathbf{Y}$ and is parallel to $\mathbf{C}$ will not be parallel to the plane determined by $\mathbf{A}$ and $\mathbf{B}$. Thus, for some $t, \mathbf{Y}-t \mathbf{C}$ lies in that plane and so

$$
\mathbf{Y}-t \mathbf{C}=r \mathbf{A}+s \mathbf{B}
$$

for suitable scalars $r, s$. Therefore,

$$
\begin{equation*}
\mathbf{Y}=r \mathbf{A}+s \mathbf{B}+t \mathbf{C} \tag{15}
\end{equation*}
$$

Expression (15) is unique, for if

$$
\mathbf{Y}=r^{\prime} \mathbf{A}+s^{\prime} \mathbf{B}+t^{\prime} \mathbf{C}
$$

then $r \mathbf{A}+s \mathbf{B}+t \mathbf{C}=r^{\prime} \mathbf{A}+s^{\prime} \mathbf{B}+t^{\prime} \mathbf{C}$, so

$$
\left(r-r^{\prime}\right) \mathbf{A}+\left(s-s^{\prime}\right) \mathbf{B}+\left(t-t^{\prime}\right) \mathbf{C}=\mathbf{0}
$$

Since $\mathbf{A}, \mathbf{B}, \mathbf{C}$ are linearly independent, it follows that $r-r^{\prime}=0, s-s^{\prime}=0$, $t-t^{\prime}=0$. So the expression (15) is unique, as claimed.

The vectors of length 1 are called unit vectors, and their endpoints form the unit sphere in 3-space.

Exercise 8. Show that for any choice of angles $\theta, \phi$, the vector $\left(\begin{array}{c}\cos \phi \cos \theta \\ \cos \phi \sin \theta \\ \sin \phi\end{array}\right]$ is a unit vector. Conversely, show that if $1=u_{1}^{2}+u_{2}^{2}+u_{3}^{2}$ and if $u_{3} \neq 0$, then it is possible to find an angle $\phi$ between $-\pi / 2$ and $\pi / 2$ so that $u_{3}=\sin \phi$. The vector $\left(\begin{array}{c}u_{1} \\ u_{2} \\ 0\end{array}\right)$ then has length $\sqrt{u_{1}^{2}+u_{2}^{2}}=\sqrt{1-u_{3}^{2}}=\sqrt{1-\sin ^{2} \phi}=\cos \phi$, so we may write

$$
u_{1}=\cos \phi \cos \theta, \quad u_{2}=\cos \phi \sin \theta
$$

for some $\theta$ between 0 and $2 \pi$. Hence $\left(\begin{array}{l}u_{1} \\ u_{2} \\ u_{3}\end{array}\right)=\left[\begin{array}{c}\cos \phi \cos \theta \\ \cos \phi \sin \theta \\ \sin \phi\end{array}\right]$.
It follows that any nonzero vector $\mathbf{X}$ in $\mathbb{R}^{3}$ may be written:

$$
\mathbf{X}=|\mathbf{X}|\left(\begin{array}{c}
\cos \phi \cos \theta \\
\cos \phi \sin \theta \\
\sin \phi
\end{array}\right]
$$

for some choice of angles $\phi, \theta$.

## CHAPTER 3.1

## Transformations of 3-Space

As in the planar case, we define a transformation of 3-space to be a rule $T$ which assigns to every vector $\mathbf{X}$ of 3 -space some vector $T(\mathbf{X})$ of 3 -space. The vector $T(\mathbf{X})$ is called the image of $\mathbf{X}$ under $T$, and the collection of all vectors which are images of vectors under the transformation $T$ is called the range of $T$. We denote transformations by capital letters, such as $A, B, R$, $S, T$, etc.

Example 1. Let $P$ denote the transformation which assigns to each vector $\mathbf{X}=\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$ the projection to the line along $\mathbf{U}=\left(\begin{array}{l}1 \\ 1 \\ 1\end{array}\right)$. By formula (1) of Chapter 3.0, we have

$$
P(\mathbf{X})=\left(\frac{\mathbf{X} \cdot \mathbf{U}}{\mathbf{U} \cdot \mathbf{U}}\right) \mathbf{U}=\left(\frac{x_{1}+x_{2}+x_{3}}{3}\right)\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right)=\left(\begin{array}{l}
\frac{1}{3} x_{1}+\frac{1}{3} x_{2}+\frac{1}{3} x_{3} \\
\frac{1}{3} x_{1}+\frac{1}{3} x_{2}+\frac{1}{3} x_{3} \\
\frac{1}{3} x_{1}+\frac{1}{3} x_{2}+\frac{1}{3} x_{3}
\end{array}\right)
$$

Example 2. Let $S$ denote the transformation which assigns to each vector $\mathbf{X}$ the reflection of $\mathbf{X}$ through the line along $\mathrm{U}=\left(\begin{array}{l}1 \\ 1 \\ 1\end{array}\right)$. As in the planar case, $S(\mathbf{X})$ is defined by the condition that the midpoint of the segment between $\mathbf{X}$ and $S(\mathbf{X})$ is the projection of $\mathbf{X}$ to the line along $\mathbf{U}$. Thus

$$
S(\mathbf{X})=2 P(\mathbf{X})-\mathbf{X}
$$

or

$$
S\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{2}
\end{array}\right)=2\left(\begin{array}{c}
\frac{1}{3} x_{1}+\frac{1}{3} x_{2}+\frac{1}{3} x_{3} \\
\frac{1}{3} x_{1}+\frac{1}{3} x_{2}+\frac{1}{3} x_{3} \\
\frac{1}{3} x_{1}+\frac{1}{3} x_{2}+\frac{1}{3} x_{3}
\end{array}\right)-\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)=\left(\begin{array}{c}
-\frac{1}{3} x_{1}+\frac{2}{3} x_{2}+\frac{2}{3} x_{3} \\
\frac{2}{3} x_{1}-\frac{1}{3} x_{2}+\frac{2}{3} x_{3} \\
\frac{2}{3} x_{1}+\frac{2}{3} x_{2}-\frac{1}{3} x_{3}
\end{array}\right) .
$$

Exercise 1. In each of the following problems, let $P$ denote projection to the line along $\mathbf{U}$. Find a formula for the coordinates of the image $P\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$.
(a) $\mathbf{U}=\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right)$ (so we have projection to the first coordinate axis);
(b) $\mathbf{U}=\left(\begin{array}{l}1 \\ 1 \\ 0\end{array}\right)$;
(c) $\mathbf{U}=\left(\begin{array}{c}1 \\ 1 \\ -1\end{array}\right)$;
(d) $\mathbf{U}=\left(\begin{array}{l}1 \\ 0 \\ 3\end{array}\right)$.

Exercise 2. For each of the vectors in the preceding exercise, find a formula for the reflection $S\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$ of the vector $\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{2}\end{array}\right)$ through the line along $\mathbf{U}$.

Example 3. Let $\bar{Q}$ denote projection to the $x_{2} x_{3}$-plane and let $\bar{P}$ denote projection to the $x_{1}$-axis. Then

$$
\bar{Q}\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)=\left(\begin{array}{c}
0 \\
x_{2} \\
x_{3}
\end{array}\right] \quad \text { and } \quad \bar{P}\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{c}
x_{1} \\
0 \\
0
\end{array}\right] .
$$

Note that $\bar{Q}(\mathbf{X})+\bar{P}(\mathbf{X})=\mathbf{X}$ for each $\mathbf{X}$.
Example 4. Let $Q$ denote projection to the plane through 0 perpendicular to $\mathbf{U}=\left(\begin{array}{l}1 \\ 1 \\ 1\end{array}\right)$ and let $P$ denote projection to the line along $\mathbf{U}=\left(\begin{array}{l}1 \\ 1 \\ 1\end{array}\right)$. Then, as in Example 3, we have $Q(\mathbf{X})+P(\mathbf{X})=\mathbf{X}$, so by the formula in Example 1, we have

$$
Q\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)=\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]-\left(\begin{array}{l}
\frac{1}{3} x_{1}+\frac{1}{3} x_{2}+\frac{1}{3} x_{3} \\
\frac{1}{3} x_{1}+\frac{1}{3} x_{2}+\frac{1}{3} x_{3} \\
\frac{1}{3} x_{1}+\frac{1}{3} x_{2}+\frac{1}{3} x_{3}
\end{array}\right)=\left[\begin{array}{c}
\frac{2}{3} x_{1}-\frac{1}{3} x_{2}-\frac{1}{3} x_{3} \\
-\frac{1}{3} x_{1}+\frac{2}{3} x_{2}-\frac{1}{3} x_{3} \\
-\frac{1}{3} x_{1}-\frac{1}{3} x_{2}+\frac{2}{3} x_{3}
\end{array}\right] .
$$

Exercise 3. For each of the vectors $\mathbf{U}$ of Exercise 1, let $Q$ denote projection to the plane perpendicular to $\mathbf{U}$. Find the formula for $Q\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$ in terms of the coordinates of $\mathbf{X}=\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$.

Example 5. Let $\Pi$ denote the plane through the origin perpendicular to $\mathbf{U}=\left(\begin{array}{l}1 \\ 1 \\ 1\end{array}\right]$. Let $R$ denote reflection through the plane $\Pi$. For any vector $\mathbf{X}$, the midpoint of the segment joining $\mathbf{X}$ to $R(\mathbf{X})$ is the projection $Q(\mathbf{X})$ of $\mathbf{X}$ to the plane $\Pi$. Therefore,

$$
R(\mathbf{X})=2 Q(\mathbf{X})-\mathbf{X}
$$

where $Q$ is the projection in Example 4. Therefore,

$$
R\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=2\left(\begin{array}{c}
\frac{2}{3} x_{1}-\frac{1}{3} x_{2}-\frac{1}{3} x_{3} \\
-\frac{1}{3} x_{1}+\frac{2}{3} x_{2}-\frac{1}{3} x_{3} \\
-\frac{1}{3} x_{1}-\frac{1}{3} x_{2}+\frac{2}{3} x_{3}
\end{array}\right]-\left(\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)=\left(\begin{array}{c}
\frac{1}{3} x_{1}-\frac{2}{3} x_{2}-\frac{2}{3} x_{3} \\
-\frac{2}{3} x_{1}+\frac{1}{3} x_{2}-\frac{2}{3} x_{3} \\
-\frac{2}{3} x_{1}-\frac{2}{3} x_{2}+\frac{1}{3} x_{3}
\end{array}\right)
$$

Exercise 4. For each of the vectors $\mathbf{U}$ in Exercise 1, let $R$ denote reflection through the plane through the origin perpendicular to $\mathbf{U}$. Find the formula for $R\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$ in terms of the coordinates of $\mathbf{X}=\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$.

Example 6. Let $D_{t}$ denote the transformation which sends any vector into $t$ times itself, where $t$ is some fixed scalar number. Then

$$
D_{t}(\mathbf{X})=t \mathbf{X}
$$

so

$$
D_{t}\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)=t\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)=\left(\begin{array}{l}
t x_{1} \\
t x_{2} \\
t x_{3}
\end{array}\right] .
$$

As in the planar case, we call $D_{t}$ the stretching by $t$.
If $t=0$, then $D_{0}(\mathbf{X})=0 \cdot \mathbf{X}=\mathbf{0}$ for all $\mathbf{X}$ so $D_{0}$ is the zero transformation, denoted by 0 . If $t=1$, then $D_{1}(\mathbf{X})=1 \cdot \mathbf{X}=\mathbf{X}$ for all $\mathbf{X}$, so $D_{1}$ is the identity transformation denoted by $I$.
Example 7. For a fixed scalar $\theta$ with $0 \leqslant \theta<2 \pi$, we define a rotation $R_{\theta}{ }^{1}$ of $\theta$ radians about the $x_{1}$-axis. This rotation leaves the $x_{1}$ component fixed
and rotates in the $x_{2} x_{3}$-plane according to the rule for rotating in 2 dimensional space, i.e.,

$$
R_{\theta}^{1}\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{c}
x_{1} \\
(\cos \theta) x_{2}-(\sin \theta) x_{3} \\
(\sin \theta) x_{2}+(\cos \theta) x_{3}
\end{array}\right] .
$$

For example,

$$
R_{\pi / 2}^{1}\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)=\left[\begin{array}{c}
x_{1} \\
-x_{3} \\
x_{2}
\end{array}\right]=R_{-3 \pi / 2}^{1}\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]
$$

and

$$
R_{-\pi / 2}^{1}\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)=\left[\begin{array}{c}
x_{1} \\
x_{3} \\
-x_{2}
\end{array}\right]=R_{3 \pi / 2}^{1}\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]
$$

Exercise 5. In terms of the coordinates of $\mathbf{X}=\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$, calculate the images of
(a) $R_{\pi}^{1}(\mathbf{X})$,
(b) $R_{\pi / 4}^{1}(\mathbf{X})$, and
(c) $R_{-\pi / 2}^{!}(\mathbf{X})$.

Example 8. In a similar way, we may define rotations $R_{\theta}^{2}$ and $R_{\theta}^{3}$ by $\theta$ radians about the $x_{2}$-axis and the $x_{3}$-axis. We have the formulas

$$
R_{\theta}^{2}\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{c}
(\cos \theta) x_{1}+(\sin \theta) x_{3} \\
x_{2} \\
(-\sin \theta) x_{1}+(\cos \theta) x_{3}
\end{array}\right]
$$

and

$$
R_{\theta}^{3}\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{c}
(\cos \theta) x_{1}-(\sin \theta) x_{2} \\
(\sin \theta) x_{1}+(\cos \theta) x_{2} \\
x_{3}
\end{array}\right]
$$

Note that the algebraic signs for $R_{\theta}^{2}$ are different from those of $R_{\theta}{ }^{1}$ and $R_{\theta}^{3}$.
Exercise 6. Calculate the images
(a) $R_{\pi}^{2}(\mathbf{X})$,
(b) $R_{\pi / 4}^{3}(\mathbf{X})$,
(c) $R_{\pi / 2}^{1}\left(R_{\pi / 2}^{2}(\mathbf{X})\right)$,
(d) $R_{\pi / 2}^{2}\left(R_{\pi / 2}^{1}(\mathbf{X})\right)$.

## CHAPTER 3.2

## Linear Transformations and Matrices

In Chapter 3.1 we examined a number of transformations $T$ of 3 -space, all of which have the property that, in terms of the coordinates of $\mathbf{X}=\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$, the coordinates of $T(\mathbf{X})$ are given by linear functions of these coordinates. In each case the formulae are of the following type:

$$
T\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)=\left(\begin{array}{l}
a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3} \\
b_{1} x_{1}+b_{2} x_{2}+b_{3} x_{3} \\
c_{1} x_{1}+c_{2} x_{2}+c_{3} x_{3}
\end{array}\right]
$$

Any transformation of this form is called a linear transformation of 3-space. The expression

$$
\left(\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right]
$$

is called the matrix of the transformation $T$ and is denoted by $m(T)$.
We can now list the matrices of the linear transformations in Examples 1-8 in Chapter 3.1.

$$
\begin{align*}
& m(P)=\left[\begin{array}{lll}
\frac{1}{3} & \frac{1}{3} & \frac{1}{3} \\
\frac{1}{3} & \frac{1}{3} & \frac{1}{3} \\
\frac{1}{3} & \frac{1}{3} & \frac{1}{3}
\end{array}\right],  \tag{1}\\
& m(S)=\left[\begin{array}{ccc}
-\frac{1}{3} & \frac{2}{3} & \frac{2}{3} \\
\frac{2}{3} & -\frac{1}{3} & \frac{2}{3} \\
\frac{2}{3} & \frac{2}{3} & -\frac{1}{3}
\end{array}\right], \tag{2}
\end{align*}
$$

$$
\begin{align*}
& m(\bar{Q})=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right],  \tag{3}\\
& m(Q)=\left[\begin{array}{ccc}
\frac{2}{3} & -\frac{1}{3} & -\frac{1}{3} \\
-\frac{1}{3} & \frac{2}{3} & -\frac{1}{3} \\
-\frac{1}{3} & -\frac{1}{3} & \frac{2}{3}
\end{array}\right],  \tag{4}\\
& m(R)=\left[\begin{array}{ccc}
\frac{1}{3} & -\frac{2}{3} & -\frac{2}{3} \\
-\frac{2}{3} & \frac{1}{3} & -\frac{2}{3} \\
-\frac{2}{3} & -\frac{2}{3} & \frac{1}{3}
\end{array}\right],  \tag{5}\\
& m\left(D_{t}\right)=\left[\begin{array}{lll}
t & 0 & 0 \\
0 & t & 0 \\
0 & 0 & t
\end{array}\right],  \tag{6}\\
& m\left(R_{\theta}{ }^{1}\right)=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \theta & -\sin \theta \\
0 & \sin \theta & \cos \theta
\end{array}\right],  \tag{7}\\
& m\left(R_{\theta}^{2}\right)=\left[\begin{array}{ccc}
\cos \theta & 0 & \sin \theta \\
-\sin \theta & 0 & \cos \theta
\end{array}\right],  \tag{8}\\
& m\left(R_{\theta}^{3}\right)=\left[\begin{array}{ccc}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right],
\end{align*}
$$

We will denote by id, (read identity), the matrix $m(I)=\left(\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right]$.
As in the plane, if $T$ is a linear transformation with matrix $m(T)$ $=\left(\begin{array}{lll}a_{1} & a_{2} & a_{3} \\ b_{1} & b_{2} & b_{3} \\ c_{1} & c_{2} & c_{3}\end{array}\right]$, then we write

$$
\left(\begin{array}{lll}
a_{1} & a_{2} & a_{3}  \tag{9}\\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{l}
a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3} \\
b_{1} x_{1}+b_{2} x_{2}+b_{3} x_{3} \\
c_{1} x_{1}+c_{2} x_{2}+c_{3} x_{3}
\end{array}\right]
$$

and we say that the matrix $m(T)$ acts on the vector $\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$ to yield the vector $\left(\begin{array}{l}a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3} \\ b_{1} x_{1}+b_{2} x_{2}+b_{3} x_{3} \\ c_{1} x_{1}+c_{2} x_{2}+c_{3} x_{3}\end{array}\right)$.

## Example 1.

$$
\begin{aligned}
&\left(\begin{array}{lll}
1 & 2 & 3 \\
4 & 5 & 6 \\
7 & 8 & 9
\end{array}\right]\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right]=\left[\begin{array}{l}
1+2+3 \\
4+5+6 \\
7+8+9
\end{array}\right]=\left(\begin{array}{c}
6 \\
15 \\
24
\end{array}\right), \\
& {\left[\begin{array}{lll}
1 & 2 & 3 \\
4 & 5 & 6 \\
7 & 8 & 9
\end{array}\right]\left[\begin{array}{c}
0 \\
-1 \\
1
\end{array}\right] }=\left(\begin{array}{l}
0-2+3 \\
0-5+6 \\
0-8+9
\end{array}\right]=\left(\begin{array}{l}
1 \\
1 \\
1
\end{array}\right], \\
& {\left[\begin{array}{lll}
1 & 2 & 3 \\
4 & 5 & 6 \\
7 & 8 & 9
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{l}
x_{1}+2 x_{2}+3 x_{3} \\
4 x_{1}+5 x_{2}+6 x_{3} \\
7 x_{1}+8 x_{2}+9 x_{3}
\end{array}\right] . }
\end{aligned}
$$

Example 2.

$$
\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right)=\left(\begin{array}{l}
x_{2} \\
x_{1} \\
x_{3}
\end{array}\right] .
$$

We now prove two crucial properties of linear transformations which show how they act on sums and scalar products of vectors. If $\mathbf{X}=\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$ and $\mathbf{Y}=\left(\begin{array}{l}y_{1} \\ y_{2} \\ y_{3}\end{array}\right]$, then

$$
\begin{aligned}
{\left[\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right]\left[\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]+\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right]\right) } & =\left[\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right]\left[\begin{array}{l}
x_{1}+y_{1} \\
x_{2}+y_{2} \\
x_{3}+y_{3}
\end{array}\right] \\
& =\left(\begin{array}{l}
a_{1}\left(x_{1}+y_{1}\right)+a_{2}\left(x_{2}+y_{2}\right)+a_{3}\left(x_{3}+y_{3}\right) \\
b_{1}\left(x_{1}+y_{1}\right)+b_{2}\left(x_{2}+y_{2}\right)+b_{3}\left(x_{3}+y_{3}\right) \\
c_{1}\left(x_{1}+y_{1}\right)+c_{2}\left(x_{2}+y_{2}\right)+c_{3}\left(x_{3}+y_{3}\right)
\end{array}\right] \\
& =\left(\begin{array}{ll}
a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3} \\
b_{1} x_{1}+b_{2} x_{2}+b_{3} x_{3} \\
c_{1} x_{1}+c_{2} x_{2}+c_{3} x_{3}
\end{array}\right]+\left(\begin{array}{ll}
a_{1} y_{1}+a_{2} y_{2}+a_{3} y_{3} \\
b_{1} y_{1}+b_{2} y_{2}+b_{3} y_{3} \\
c_{1} y_{1}+c_{2} y_{2}+c_{3} y_{3}
\end{array}\right] \\
& =\left(\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right]\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]+\left[\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right]\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right] .
\end{aligned}
$$

Thus, for the associated transformation $T$ with $m(T)=\left[\begin{array}{lll}a_{1} & a_{2} & a_{3} \\ b_{1} & b_{2} & b_{3} \\ c_{1} & c_{2} & c_{3}\end{array}\right]$, we
have

$$
\begin{equation*}
T(\mathbf{X}+\mathbf{Y})=T(\mathbf{X})+T(\mathbf{Y}) \tag{10a}
\end{equation*}
$$

Similarly, we may show that

$$
\begin{equation*}
T(r \mathbf{X})=r T(\mathbf{X}) \tag{10b}
\end{equation*}
$$

for any scalar $r$.
Exercise 1. Prove the statement (10b).

Conversely, if $T$ is a transformation such that $T(\mathbf{X}+\mathbf{Y})=T(\mathbf{X})+T(\mathbf{Y})$ and $T(r \mathbf{X})=r T(\mathbf{X})$ for all vectors $\mathbf{X}, \mathbf{Y}$ and scalars $r$, then we may show that the coordinates of $T\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$ are given by a set of linear equations in the coordinates of $\mathbf{X}=\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$. Specifically,

$$
\begin{aligned}
T\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right] & =T\left[\left(\begin{array}{c}
x_{1} \\
0 \\
0
\end{array}\right)+\left[\begin{array}{c}
0 \\
x_{2} \\
0
\end{array}\right]+\left(\begin{array}{c}
0 \\
0 \\
x_{3}
\end{array}\right]\right) \\
& =T\left(x_{1}\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right)+x_{2}\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)+x_{3}\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)\right] \\
& =x_{1} T\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right)+x_{2} T\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right]+x_{3} T\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right] .
\end{aligned}
$$

Let $T\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right)=\left(\begin{array}{l}a_{1} \\ b_{1} \\ c_{1}\end{array}\right], T\left(\begin{array}{l}0 \\ 1 \\ 0\end{array}\right]=\left[\begin{array}{l}a_{2} \\ b_{2} \\ c_{2}\end{array}\right], T\left(\begin{array}{l}0 \\ 0 \\ 1\end{array}\right]=\left[\begin{array}{l}a_{3} \\ b_{3} \\ c_{3}\end{array}\right]$. Then

$$
\begin{aligned}
T\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right] & =x_{1}\left(\begin{array}{l}
a_{1} \\
b_{1} \\
c_{1}
\end{array}\right]+x_{2}\left(\begin{array}{l}
a_{2} \\
b_{2} \\
c_{2}
\end{array}\right]+x_{3}\left(\begin{array}{l}
a_{3} \\
b_{3} \\
c_{3}
\end{array}\right] \\
& =\left(\begin{array}{l}
a_{1} x_{1} \\
b_{1} x_{1} \\
c_{1} x_{1}
\end{array}\right]+\left(\begin{array}{l}
a_{2} x_{2} \\
b_{2} x_{2} \\
c_{2} x_{2}
\end{array}\right]+\left(\begin{array}{l}
a_{3} x_{3} \\
b_{3} x_{3} \\
c_{3} x_{3}
\end{array}\right] \\
& =\left(\begin{array}{l}
a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3} \\
b_{1} x_{1}+b_{2} x_{2}+b_{3} x_{3} \\
c_{1} x_{1}+c_{2} x_{2}+c_{3} x_{3}
\end{array}\right]
\end{aligned}
$$

as predicted. In summary, we have:

Theorem 3.1. Let $T$ be a transformation of 3-space. Then $T$ is a linear transformation if and only if $T$ satisfies the conditions

$$
T(\mathbf{X}+\mathbf{Y})=T(\mathbf{X})+T(\mathbf{Y})
$$

and

$$
T(r \mathbf{X})=r T(\mathbf{X})
$$

for all vectors $\mathbf{X}$ and $\mathbf{Y}$ and all scalars $r$.
Let $T$ be a linear transformation of $\mathbb{R}^{3}$. Let $L$ be a straight line in $\mathbb{R}^{3}$. By the image of $L$ under $T$, we mean the collection of vectors $T(\mathbf{X})$ for all vectors $\mathbf{X}$ with endpoint lying on $L$. If $\Pi$ is a plane, we define the image of $\Pi$ under $T$ in a similar way.

Theorem 3.2. Let $T$ be a linear transformation of $\mathbb{R}^{3}$. The image of a straight line $L$ under $T$ is either a straight line or a point. The image of a plane $\Pi$ under $T$ is either a plane, a straight line, or a point. The image of $\mathbb{R}^{3}$ under $T$ is either $\mathbb{R}^{3}$, a plane, a straight line, or a point.

The proof proceeds in exact analogy with the proof in dimension 2 (proof of Theorem 2.2 in Chapter 2.2).

Exercise 2. Describe the images of a line $L=\{\mathbf{A}+t \mathbf{U} \mid t$ real $\}$ under a linear transformation $T$.

Exercise 3. Let $T$ be a linear transformation. Let $\Pi$ be the plane $\{\mathbf{C}+t \mathbf{U}+s \mathbf{V} \mid t, s$ real \}, where $\mathbf{U}$ and $\mathbf{V}$ are linearly independent. Show that the image of $\Pi$ under $T$ is the collection of vectors $T(\mathbf{C})+t T(\mathbf{U})+s T(\mathbf{V})$. Under what conditions will the image be a single point? When will the image be a line?

Exercise 4. The image under $T$ of $\mathbb{R}^{3}=\left\{x_{1} \mathbf{E}_{1}+x_{2} \mathbf{E}_{2}+x_{3} \mathbf{E}_{3} \mid x_{1}, x_{2}, x_{3}\right.$ real $\}$ is $\left\{x_{1} T\left(\mathbf{E}_{1}\right)+x_{2} T\left(\mathbf{E}_{2}\right)+x_{3} T\left(\mathbf{E}_{3}\right)\right\}$. Under what conditions on $T\left(\mathbf{E}_{1}\right), T\left(\mathbf{E}_{2}\right)$, and $T\left(\mathrm{E}_{3}\right)$ is this all of $\mathbb{R}^{3}$ ?

## CHAPTER 3.3

## Sums and Products of Linear Transformations

If $T$ and $S$ are linear transformations, then we may define a new transformation $T+S$ by the condition

$$
(T+S)(\mathbf{X})=T(\mathbf{X})+S(\mathbf{X}) \quad \text { for every vector } \mathbf{X}
$$

Then by definition, $(T+S)(\mathbf{X}+\mathbf{Y})=T(\mathbf{X}+\mathbf{Y})+S(\mathbf{X}+\mathbf{Y})$, and since $T$ and $S$ are linear transformations, this equals $T(\mathbf{X})+T(\mathbf{Y})+S(\mathbf{X})+S(\mathbf{Y})$ $=T(\mathbf{X})+S(\mathbf{X})+T(\mathbf{Y})+S(\mathbf{Y})=(T+S)(\mathbf{X})+(T+S)(\mathbf{Y})$. Thus for every pair $\mathbf{X}, \mathbf{Y}$, we have

$$
(T+S)(\mathbf{X}+\mathbf{Y})=(T+S)(\mathbf{X})+(T+S)(\mathbf{Y})
$$

Similarly, we may show

$$
(T+S)(t \mathbf{X})=t(T+S)(\mathbf{X})
$$

Therefore, by Theorem 3.1, $T+S$ is a linear transformation. It is called the sum of the transformations $T$ and $S$.

If the matrix of $T$ is $m(T)=\left[\begin{array}{lll}a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33}\end{array}\right]$ and the matrix of $S$ is $m(S)=\left(\begin{array}{lll}b_{11} & b_{12} & b_{13} \\ b_{21} & b_{22} & b_{23} \\ b_{31} & b_{32} & b_{33}\end{array}\right]$, then we may calculate the matrix $m(T+S)$ of
$T+S$ as follows:

$$
\begin{aligned}
(T+S)\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right] & =T\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]+S\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right] \\
& =\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]+\left(\begin{array}{lll}
b_{11} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
b_{31} & b_{32} & b_{33}
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right] \\
& =\left[\begin{array}{ll}
a_{11} x_{1}+a_{12} x_{2}+a_{13} x_{3} \\
a_{21} x_{1}+a_{22} x_{2}+a_{23} x_{3} \\
a_{31} x_{1}+a_{32} x_{2}+a_{33} x_{3}
\end{array}\right]+\left(\begin{array}{l}
b_{11} x_{1}+b_{12} x_{2}+b_{13} x_{3} \\
b_{21} x_{1}+b_{22} x_{2}+b_{23} x_{3} \\
b_{31} x_{1}+b_{32} x_{2}+b_{33} x_{3}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\left(a_{11}+b_{11}\right) x_{1}+\left(a_{12}+b_{12}\right) x_{2}+\left(a_{13}+b_{13}\right) x_{3} \\
\left(a_{21}+b_{21}\right) x_{1}+\left(a_{22}+b_{22}\right) x_{2}+\left(a_{23}+b_{23}\right) x_{3} \\
\left(a_{31}+b_{31}\right) x_{1}+\left(a_{32}+b_{32}\right) x_{2}+\left(a_{33}+b_{33}\right) x_{3}
\end{array}\right] \\
& =\left[\begin{array}{lll}
a_{11}+b_{11} & a_{12}+b_{12} & a_{13}+b_{13} \\
a_{21}+b_{21} & a_{22}+b_{22} & a_{23}+b_{23} \\
a_{31}+b_{31} & a_{32}+b_{32} & a_{33}+b_{33}
\end{array}\right]\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right] .
\end{aligned}
$$

Thus the matrix for the sum of two linear transformations is just the matrix formed by adding the corresponding entries in the matrices of the two linear transformations.

We define matrix addition componentwise by the formula:

$$
\left(\begin{array}{lll}
a_{11} & a_{12} & a_{13}  \tag{1}\\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right)+\left(\begin{array}{lll}
b_{11} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
b_{31} & b_{32} & b_{33}
\end{array}\right)=\left(\begin{array}{lll}
a_{11}+b_{11} & a_{12}+b_{12} & a_{13}+b_{13} \\
a_{21}+b_{21} & a_{22}+b_{22} & a_{23}+b_{23} \\
a_{31}+b_{31} & a_{32}+b_{32} & a_{33}+b_{33}
\end{array}\right)
$$

Therefore we may write the matrix of $T+S$ as the sum of the matrices of $T$ and $S$ :

$$
\begin{equation*}
m(T+S)=m(T)+m(S) \tag{2}
\end{equation*}
$$

Exercise 1. For any linear transformation $T$ and any scalar $t$, we define a new transformation $t T$ by the condition: $(t T)(\mathbf{X})=t T(\mathbf{X})$ for all $\mathbf{X}$. Show that $t T$ is a linear transformation by showing that $(t T)(\mathbf{X}+\mathbf{Y})=(t T)(\mathbf{X})+(t T)(\mathbf{Y})$ and $(t T)(s \mathbf{X})=s(t T)(\mathbf{X})$ for any vectors $\mathbf{X}, \mathbf{Y}$ and any scalar $s$. For any matrix, we
define the product of the matrix by the scalar $t$ to be the matrix whose entries are all multiplied by $t$, i.e.,

$$
t\left(\begin{array}{lll}
a_{11} & a_{12} & a_{13}  \tag{3}\\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right)=\left(\begin{array}{lll}
t a_{11} & t a_{12} & t a_{13} \\
t a_{21} & t a_{22} & t a_{23} \\
t a_{31} & t a_{32} & t a_{33}
\end{array}\right] .
$$

Show that $m(t T)=t m(T)$.

Example 1. We may use the above ideas to calculate the matrices of some of the transformations we used in Chapter 3.2, e.g., if $S$ is reflection in the $x_{3}$-axis and $T$ is projection to the $x_{3}$-axis, then $S=2 T-I$, so

$$
\begin{aligned}
m(S) & =m(2 T-I)=m(2 T)-m(I)=2 m(T)-m(I) \\
& =2\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]-\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)=\left[\begin{array}{ccc}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

As in the case of the plane, we may define the product of two linear transformations $T$ and $S$ to be the transformation $R$ given by $R(\mathbf{X})$ $=S(T(\mathrm{X}))$.

We write $R=S T$, and we call $R$ the product of $S$ and $T$.
Example 2. Let $K$ be reflection in the $x_{1} x_{2}$-plane and $J$ be reflection in the $x_{2} x_{3}$-plane. Then

$$
J\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{c}
-x_{1} \\
x_{2} \\
x_{3}
\end{array}\right] \quad \text { and } \quad K(J(\mathbf{X}))=K\left(\begin{array}{c}
-x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{c}
-x_{1} \\
x_{2} \\
-x_{3}
\end{array}\right] .
$$

Also, $J(K(\mathbf{X}))=J\left(\begin{array}{c}x_{1} \\ x_{2} \\ -x_{3}\end{array}\right)=\left[\begin{array}{c}-x_{1} \\ x_{2} \\ -x_{3}\end{array}\right)$, so $K J=J K$.
Exercise 2. Show that if $S$ and $T$ are any linear transformations, then $S T$ and $T S$ are linear transformation, using Theorem 3.1.

Example 3. Let $P$ be projection to the $x_{1} x_{2}$-plane and let $Q$ be projection to the $x_{2} x_{3}$-plane. Describe $P Q$ and $Q P$. We find $P Q\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]=$ $P\left(Q\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]\right)=P\left(\begin{array}{c}0 \\ x_{2} \\ x_{3}\end{array}\right]=\left[\begin{array}{c}0 \\ x_{2} \\ 0\end{array}\right]$. Also, $Q P\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]=\left[\begin{array}{c}0 \\ x_{2} \\ 0\end{array}\right]$.

Exercise 3. Let $R$ denote projection to the $x_{3}$-axis and let $P$ denote projection to the $x_{1} x_{2}$-plane. Find $R P$ and $P R$.

Example 4. Find $P P$. Since $P P\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]=P\left(P\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]\right)=P\left(\begin{array}{c}x_{1} \\ x_{2} \\ 0\end{array}\right]=\left[\begin{array}{c}x_{1} \\ x_{2} \\ 0\end{array}\right]$. Therefore, $P P(\mathbf{X})=P(\mathbf{X})$ for all $\mathbf{X}$, so we have $P P=P$.

Exercise 4. Show that $R R=R$ and $Q Q=Q$, where $R$ and $Q$ are as above.
Example 5. Find $K Q$ and $Q K$, when $K$ and $Q$ are the transformations defined in Examples 2 and 3. We have

$$
K Q\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=K\left(\begin{array}{c}
0 \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{c}
0 \\
x_{2} \\
-x_{3}
\end{array}\right], \quad Q K\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=Q\left[\begin{array}{c}
x_{1} \\
x_{2} \\
-x_{3}
\end{array}\right]=\left[\begin{array}{c}
0 \\
x_{2} \\
-x_{3}
\end{array}\right] .
$$

Thus $K Q=Q K$.
Exercise 5. Find $K P$ and $P K$, and $R K$ and $K R$, where $K, P$, and $R$ are the transformations in Examples 2, 3, and 4.

Example 6. Let $S$ be a linear transformation and let $I$ denote the identity transformation. Find $S I$ and $I S$. For each $\mathbf{X}$, we have $S I(\mathbf{X})=S(\mathbf{X})$ and $I S(\mathbf{X})=I(S(\mathbf{X}))=S(\mathbf{X})$. Thus $S I=S=I S$.

If $T$ and $S$ are linear transformations with matrices

$$
m(T)=\left(\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right] \text { and } m(S)=\left(\begin{array}{lll}
b_{11} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
b_{31} & b_{32} & b_{33}
\end{array}\right]
$$

then we know that $T S$ is also a linear transformation, so we may calculate its matrix as follows. To find the first column of $m(T S)$, we must find the image of $\mathbf{E}_{1}$, i.e., $T S\left(\mathbf{E}_{1}\right)=T^{\prime} S\left(\mathbf{E}_{1}\right)$ ), where $S\left(\mathbf{E}_{1}\right)=\left(\begin{array}{l}b_{11} \\ b_{21} \\ b_{31}\end{array}\right]$. Thus

$$
T\left(S\left(\mathbf{E}_{1}\right)\right)=\left(\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]\left(\begin{array}{l}
b_{11} \\
b_{21} \\
b_{31}
\end{array}\right)=\left(\begin{array}{l}
a_{11} b_{11}+a_{12} b_{21}+a_{13} b_{31} \\
a_{21} b_{11}+a_{22} b_{21}+a_{23} b_{31} \\
a_{31} b_{11}+a_{32} b_{21}+a_{33} b_{31}
\end{array}\right]
$$

Similarly, we may find the second column of $m(T S)$ by computing $T\left(S\left(\mathbf{E}_{2}\right)\right)$ and the third column of $m(T S)$ by computing $T\left(S\left(\mathbf{E}_{3}\right)\right)$.

We define the product of the two matrices $m(T)$ and $m(S)$ to be the matrix $m(T S)$ of the product transformation TS. Thus $m(T) m(S)=$
$m(T S)$ or

$$
\begin{gather*}
\left(\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]\left[\begin{array}{lll}
b_{11} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
b_{31} & b_{32} & b_{33}
\end{array}\right]=m(T S) \\
=\left(\begin{array}{lll}
a_{11} b_{11}+a_{12} b_{21}+a_{13} b_{31} & a_{11} b_{12}+a_{12} b_{22}+a_{13} b_{32} & a_{11} b_{13}+a_{12} b_{23}+a_{13} b_{33} \\
a_{21} b_{11}+a_{22} b_{21}+a_{23} b_{31} & a_{21} b_{12}+a_{22} b_{22}+a_{23} b_{32} & a_{21} b_{13}+a_{22} b_{23}+a_{23} b_{33} \\
a_{31} b_{11}+a_{32} b_{21}+a_{33} b_{31} & a_{31} b_{12}+a_{32} b_{22}+a_{33} b_{32} & a_{31} b_{13}+a_{32} b_{23}+a_{33} b_{33}
\end{array}\right] . \tag{4}
\end{gather*}
$$

Example 7. If $m(T)=\left(\begin{array}{lll}2 & 1 & 2 \\ \hline 1 & 3 & 1 \\ 3 & 1 & 4\end{array}\right)$ and $m(S)=\left(\begin{array}{lll}1 & 1 & 2 \\ 2 & 3 & 1 \\ 1 & 3 & 1\end{array}\right]$, then

$$
\begin{aligned}
& m(T) m(S) \\
& \quad=\left(\begin{array}{lll}
2 \cdot 1+1 \cdot 2+2 \cdot 1 & 2 \cdot 1+1 \cdot 3+2 \cdot 3 & 2 \cdot 2+1 \cdot 1+2 \cdot 1 \\
1 \cdot 1+3 \cdot 2+1 \cdot 1 & 1 \cdot 1+3 \cdot 3+1 \cdot 3 & \boxed{1 \cdot 2+3 \cdot 1+1 \cdot 1} \\
3 \cdot 1+1 \cdot 2+4 \cdot 1 & 3 \cdot 1+1 \cdot 3+4 \cdot 3 & 3 \cdot 2+1 \cdot 1+4 \cdot 1
\end{array}\right) \\
& \quad=\left(\begin{array}{ccc}
6 & 11 & 7 \\
8 & 13 & 6 \\
9 & 18 & 11
\end{array}\right)
\end{aligned}
$$

and

$$
\left.m(S) m(T)=\left(\begin{array}{lll}
1 & 1 & 2 \\
2 & 3 & 1 \\
1 & 3 & 1
\end{array}\right]\left[\begin{array}{lll}
2 & 1 & 2 \\
1 & 3 & 1 \\
3 & 1 & 4
\end{array}\right]\right)=\left[\begin{array}{ccc}
9 & 6 & 11 \\
10 & 12 & -11 \\
8 & 11 & 9
\end{array}\right]
$$

Note that $m(T S) \neq m(S T)$ in this case.
When computing the product of matrices in the 3-dimensional case, we find that each entry is the dot product of a row of the first matrix with a column of the second. The entry in the second row, third column, of $m(T) m(S)$ is given by the dot product of the second row of $m(T)$ with the third column of $m(S)$. We indicate this entry in the examples above.

Exercise 6. Calculate the products of the following matrices:

$$
\left(\begin{array}{lll}
2 & 1 & 0 \\
0 & 3 & 3 \\
0 & 2 & 1
\end{array}\right)\left(\begin{array}{lll}
7 & 0 & 1 \\
1 & 1 & 1 \\
2 & 1 & 2
\end{array}\right), \quad\left(\begin{array}{lll}
3 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 3
\end{array}\right)\left(\begin{array}{lll}
2 & 0 & 6 \\
1 & 1 & 1 \\
1 & 3 & 2
\end{array}\right), \quad\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{lll}
1 & 2 & 3 \\
4 & 5 & 6 \\
7 & 8 & 9
\end{array}\right) .
$$

Exercise 7. Each of the transformations $J, K, P, Q, R$ of Examples 1, 2, and 3 has the property that the transformation equals its own square, i.e., $J J=J$. Verify that
$m(J) \cdot m(J)=m(J)$, and verify that each of the matrices of the other linear transformations equals its own square.
Exercise 8. Since $P R=0$ as linear transformations, it follows that $m(P R)$ $=m(0)=\left(\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$. Verify that $m(P) m(R)=0=m(R) m(P)$.

Exercise 9. Show that $\left(\begin{array}{lll}0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0\end{array}\right)$ has cube $=$ id but a square $\neq \mathrm{id}$. Describe the linear transformation with this matrix.

As in the 2-dimensional case, the distributive law of matrix multiplication over matrix addition is a consequence of this law for linear transformations. The same is true for the associative laws of matrix multiplication and matrix addition. Thus

$$
\begin{align*}
& (m(T) m(S)) m(R)=m(T S) m(R)=m((T S) R)=m(T(S R)) \\
& =m(T) m(S R)=m(T)(m(S) m(R))  \tag{5}\\
& \begin{aligned}
m(T) m(S)+m(T) m(R) & =m(T S)+m(T R)=m(T S+T R) \\
& =m(T(S+R))=m(T) m(S+R) \\
& =m(T)(m(S)+m(R))
\end{aligned}
\end{align*}
$$

Exercise 10. Let $\mathbf{U}$ be a unit vector with coordinates $\left(\begin{array}{l}u_{1} \\ u_{2} \\ u_{3}\end{array}\right)$. Show that the projection $P$ to the line along $\mathbf{U}$ has the matrix $\left[\begin{array}{ccc}u_{1}^{2} & u_{2} u_{1} & u_{3} u_{1} \\ u_{1} u_{2} & u_{2}^{2} & u_{3} u_{2} \\ u_{1} u_{3} & u_{2} u_{3} & u_{3}^{2}\end{array}\right]$.

Exercise 11. Show that the matrix for the reflection $R$ through the line along $\mathbf{U}$ is

$$
m(R)=\left(\begin{array}{ccc}
2 u_{1}^{2}-1 & 2 u_{2} u_{1} & 2 u_{3} u_{1} \\
2 u_{1} u_{2} & 2 u_{2}^{2}-1 & 2 u_{3} u_{2} \\
2 u_{1} u_{3} & 2 u_{2} u_{3} & 2 u_{3}^{2}-1
\end{array}\right)
$$

Example 8. If $\mathbf{U}=\left(\begin{array}{l}1 / \sqrt{3} \\ 1 / \sqrt{3} \\ 1 / \sqrt{3}\end{array}\right)$, then, defining $P$ and $R$ as in Exercises 10
and 11,

$$
m(P)=\left(\begin{array}{lll}
\frac{1}{3} & \frac{1}{3} & \frac{1}{3} \\
\frac{1}{3} & \frac{1}{3} & \frac{1}{3} \\
\frac{1}{3} & \frac{1}{3} & \frac{1}{3}
\end{array}\right)=\frac{1}{3}\left(\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right)
$$

while

$$
m(R)=2 m(P)-m(I)=\frac{1}{3}\left(\begin{array}{lll}
1 & 2 & 2 \\
2 & 1 & 2 \\
2 & 2 & 2
\end{array}\right] .
$$

Exercise 12. Find the matrices of projection to the line along $\mathbf{U}=\frac{1}{3}\left(\begin{array}{l}2 \\ 1 \\ 2\end{array}\right)$ and of reflection through this line.

## §1. Elementary Matrices and Diagonal Matrices

As in the $2 \times 2$ case, there are certain simple $3 \times 3$ matrices from which we can build up an arbitrary matrix. We consider matrices of three types: shear matrices, permutation matrices, and diagonal matrices.
(1) Shear Matrices: For $i \neq j$, let $e_{i j}^{s}=$ matrix with all l's on the diagonal and $s$ in the $i, j$ position and 0 otherwise. For example,

$$
e_{12}^{s}=\left(\begin{array}{lll}
1 & s & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \quad e_{23}^{s}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & s \\
0 & 0 & 1
\end{array}\right)
$$

(2) Permutation Matrices: $p_{i j}=$ matrix which is obtained from the identity by interchanging the $i$ 'th and $j$ 'th rows and leaving the remaining row unchanged. For example,

$$
p_{13}=\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right), \quad p_{23}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right)
$$

A matrix of one of these types is called an elementary matrix. If $e$ is an elementary matrix and $m$ is any given matrix, it is easy to describe the matrices em and $m e$.

In the following discussion, we set

$$
m=\left(\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right)
$$

Example 9.

$$
e_{21}^{s} m=\left(\begin{array}{lll}
1 & 0 & 0 \\
s & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right]=\left[\begin{array}{ccc}
a_{1} & a_{2} & a_{3} \\
s a_{1}+b_{1} & s a_{2}+b_{2} & s a_{3}+b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right],
$$

We see that $e_{21}^{s} m$ is the matrix we get, starting with $m$, by adding $s$ times the first row of $m$ to the second row of $m$ and leaving the other rows alone.

Exercise 13. Show that $e_{12}^{s} m$ is the matrix obtained from $m$ by adding $s$ times the second row to the first row and leaving the other rows alone.

Example 10.

$$
m e_{21}^{s}=\left(\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right]\left[\begin{array}{lll}
1 & 0 & 0 \\
s & 1 & 0 \\
0 & 0 & 1
\end{array}\right]=\left(\begin{array}{lll}
a_{1}+s a_{2} & a_{2} & a_{3} \\
b_{1}+s b_{2} & b_{2} & b_{3} \\
c_{1}+s c_{2} & c_{2} & c_{3}
\end{array}\right],
$$

which is the matrix obtained from $m$ by adding $s$ times the second column to the first column and leaving the other columns alone.

Exercise 14. Describe the matrix $m e_{13}^{s}$.
The preceding calculations work in all cases, and so we have:
Proposition 1. For each $i, j$ with $i \neq j, e_{i j}^{s} m$ is the matrix obtained from $m$ by adding $s$ times the $j$ 'th row to the $i$ 'th row of $m$ and leaving the other rows alone. Also, $m e_{i j}^{s}$ is the matrix obtained from $m$ by adding $s$ times the $i^{\prime}$ th column to the $j$ 'th column.

Note: Recall that id $=\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right)$, so $e_{i j}^{s i d}=e_{i j}^{s}$.
Thus we can instantly remember what multiplication by $e_{i j}^{s}$ does to an arbitrary matrix by thinking of $e_{i j}^{s}$ itself as the result of multiplying the identity matrix by $e_{i j}^{s}$. For instance, $e_{31}^{s}=\left(\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ s & 0 & 1\end{array}\right]$, so the product $e_{31}^{s} \mathrm{id}$ $=$ the matrix obtained by adding $s$ times the first row of the identity to its last row. Hence, this is what multiplication by $e_{31}^{s}$ does to any matrix: it adds $s$ times the first row to the last row.

Example 11.

$$
p_{13} m=\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right)=\left(\begin{array}{lll}
c_{1} & c_{2} & c_{3} \\
b_{1} & b_{2} & b_{3} \\
a_{1} & a_{2} & a_{3}
\end{array}\right)
$$

Thus $p_{13} m$ is the matrix obtained from $m$ by interchanging the first and last rows and leaving the second row alone.

Exercise 15. Show that $m p_{13}$ is the matrix obtained by interchanging the first and third columns of $m$ and leaving the second column alone.

For every permutation matrix $p_{i j}$, the situation is similar to that we have just found; so we have:

Proposition 2. For each $i, j$ with $i \neq j, p_{i j} m$ is the matrix obtained from $m$ by interchanging the $i^{\prime}$ th and $j^{\prime}$ th rows, and $m p_{i j}$ is the matrix obtained from $m$ by interchanging the $i$ 'th and $j$ 'th columns.

Again, to remember how $p_{i j}$ acts on an arbitrary matrix $m$, we need only look at $p_{i j}$ and remember that $p_{i j}=p_{i j}$ id.

We call a matrix $\left(\begin{array}{ccc}t_{1} & 0 & 0 \\ 0 & t_{2} & 0 \\ 0 & 0 & t_{3}\end{array}\right)$ a diagonal matrix.
Example 12. Let $d=\left(\begin{array}{ccc}t_{1} & 0 & 0 \\ 0 & t_{2} & 0 \\ 0 & 0 & t_{3}\end{array}\right)$.

$$
d m=\left(\begin{array}{ccc}
t_{1} & 0 & 0 \\
0 & t_{2} & 0 \\
0 & 0 & t_{3}
\end{array}\right]\left[\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right]=\left[\begin{array}{lll}
t_{1} a_{1} & t_{1} a_{2} & t_{1} a_{3} \\
t_{2} b_{1} & t_{2} b_{2} & t_{2} b_{3} \\
t_{3} c_{1} & t_{3} c_{2} & t_{3} c_{3}
\end{array}\right]
$$

Exercise 16. With $d$ as in the preceding example, calculate $m d$.
By the same calculation as in Example 12 and Exercise 16, we find:
Proposition 3. If $d$ is any diagonal matrix, $d m$ is the matrix obtained from $m$ by multiplying the $i$ 'th row of $m$ by $t_{i}$ for each $i$, where $t_{i}$ is the entry in $d$ in the ( $i, i$ )-position. Also, md is obtained in a similar way, the $i$ 'th column of $m$ being multiplied by $t_{i}$.

## Exercise 17.

(a) Show that $\left(p_{12}\right)^{2}=$ id and similarly for $p_{13}$ and $p_{23}$.
(b) Show that $p_{12} p_{23} \neq p_{23} p_{12}$.

Exercise 18. Show that if

$$
d_{t}=\left(\begin{array}{ccc}
t_{1} & 0 & 0 \\
0 & t_{2} & 0 \\
0 & 0 & t_{3}
\end{array}\right) \quad \text { and } \quad d_{s}=\left(\begin{array}{ccc}
s_{1} & 0 & 0 \\
0 & s_{2} & 0 \\
0 & 0 & s_{3}
\end{array}\right),
$$

then $d_{s} d_{t}=d_{t} d_{s}$.

Exercise 19. Calculate the following matrices:
(a) $m=\left(\begin{array}{lll}1 & 0 & 0 \\ s & 1 & 0 \\ 0 & 0 & 1\end{array}\right)\left(\begin{array}{lll}4 & 0 & 0 \\ 0 & 5 & 0 \\ 0 & 0 & 6\end{array}\right)\left(\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & t & 0\end{array}\right)$,
(b) $m=\left(\begin{array}{lll}1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0\end{array}\right)\left(\begin{array}{ccc}2 & 0 & 0 \\ 0 & -2 & 0 \\ 0 & 0 & 0\end{array}\right)\left(\begin{array}{lll}0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0\end{array}\right)$.

By multiplying elementary matrices together, several at a time, we can build up all matrices.

Theorem 3.3. Let $m$ be a $3 \times 3$ matrix. We can find a diagonal matrix $d$ and elementary matrices $e_{1} e_{2}, \ldots, e_{n}$ and $f_{1}, \ldots, f_{m}$ so that

$$
m=e_{1} e_{2} \ldots e_{n} d f_{1} f_{2} \ldots f_{m}
$$

We shall give the proof of this theorem in the next chapter.
Figures 3.11a-1 indicate the effects of elementary transformations, diagonal matrices, and projections. Figure 3.11a shows the identity transformation $I$; Figure 3.11 b shows the matrix with diagonal entries 2,1 , and 1 ; Figure 3.11c shows the matrix with diagonal entries 1, 2, and 1; Figure 3.11 d shows the matrix with diagonal entries 2, 2, and 1; Figure 3.11e shows the shear transformation $m_{13}^{2}$; Figure 3.11 f shows the matrix with diagonal entries 1 , 1, and 2 ; Figure 3.11 g shows the matrix with diagonal entries $-1,-1$, and 1 ; Figure 3.11 h shows the shear transformation $m_{13}^{-1}$; Figure 3.11 i shows the matrix with diagonal entries $-1,-1$, and -1 ; Figure 3.11 j shows the matrix with diagonal entries $1,-1$, and -1 ; Figure 3.11 k shows the shear $m_{12}^{1}$; and Figure 3.111 shows the projection given by the diagonal matrix with entries 1,1 , and 0 .
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## CHAPTER 3.4

## Inverses and Systems of Equations

Let $T$ be a linear transformation of $\mathbb{R}^{3}$. As in the case of two dimensions, we say that the linear transformation $S$ is an inverse of $T$ if

$$
\begin{equation*}
S T=I \quad \text { and } \quad T S=I \tag{1}
\end{equation*}
$$

Can a linear transformation have more than one inverse? The answer is no and the proof is the same as in $\mathbb{R}^{2}$. (See Chapter 2.4, page 52.)

Example 1. If $t \neq 0$, then $D_{1 / t}$ is the inverse of $D_{t}$.
Example 2. The inverse of $R_{\theta}{ }^{1}$, rotation by $\theta$ radians around the $x_{1}$-axis, then, is $R_{-\theta}^{1}=R_{2 \pi-\theta}^{1}$.

Example 3. Let $A$ be the transformation with matrix $\left(\begin{array}{lll}1 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 3\end{array}\right)$. The transformation $B$ with matrix $\left(\begin{array}{ccc}1 & 0 & 0 \\ 0 & \frac{1}{2} & 0 \\ 0 & 0 & \frac{1}{3}\end{array}\right]$ is the inverse of $A$, because
$A B\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)=A\left[\left(\begin{array}{lll}1 & 0 & 0 \\ 0 & \frac{1}{2} & 0 \\ 0 & 0 & \frac{1}{3}\end{array}\right)\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]\right]=A\left[\left(\begin{array}{ll} & x_{1} \\ \frac{1}{2} & x_{2} \\ \frac{1}{3} & x_{3}\end{array}\right]\right]=\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 3\end{array}\right]\left[\begin{array}{ll} & x_{1} \\ \frac{1}{2} & x_{2} \\ \frac{1}{3} & x_{3}\end{array}\right]=\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$, so $A B=I$, and, similarly, $B A=I$.

Example 4. Let $\pi$ be a plane and let $P$ be projection on the plane $\pi$. We claim $P$ does not have an inverse, and we shall give two proofs for this statement.

Suppose $Q$ is a transformation satisfying $P Q=Q P=I$.
(a) Choose a vector $\mathbf{X}$ which is not in the plane $\pi$. Then $\mathbf{X}=I(\mathbf{X})=P Q(\mathbf{X})$ $=P(Q(\mathbf{X}))$.

But $\mathbf{X}$ is not in $\pi$, while $P(Q(\mathbf{X}))$ is in $\pi$, so we have a contradiction. Thus, no such $Q$ exists.
(b) Choose a vector $\mathbf{X} \neq \mathbf{0}$ with $\mathbf{X} \perp \pi$. Then $P(\mathbf{X})=\mathbf{0}$, and so $Q(P(\mathbf{X}))=\mathbf{0}$. Thus $\mathbf{X}=I(\mathbf{X})=Q(P(\mathbf{X}))=\mathbf{0}$. This is a contradiction. Therefore, no such $Q$ exists.

Example 5. Let $T$ have matrix

$$
\left[\begin{array}{ccc}
1 & -1 & 0 \\
0 & 1 & -1 \\
-1 & 0 & 1
\end{array}\right]
$$

We claim $T$ has no inverse. Suppose $S$ satisfies $S T=T S=I$. Let $\mathbf{X}=\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$ be a vector in $\mathbb{R}^{3}$. Set $S(\mathbf{X})=\left(\begin{array}{l}y_{1} \\ y_{2} \\ y_{2}\end{array}\right]$. Then

$$
\begin{aligned}
\mathbf{X} & =I(\mathbf{X})=T(S(\mathbf{X}))=T\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right] \\
& =\left[\begin{array}{ccc}
1 & -1 & 0 \\
0 & 1 & -1 \\
-1 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right]=\left[\begin{array}{c}
y_{1}-y_{2} \\
y_{2}-y_{3} \\
-y_{1}+y_{3}
\end{array}\right] .
\end{aligned}
$$

Since $\left(y_{1}-y_{2}\right)+\left(y_{2}-y_{3}\right)+\left(-y_{1}+y_{3}\right)=0, \mathbf{X}$ lies on the plane: $x_{1}+$ $x_{2}+x_{3}=0$. Thus every vector in $\mathbb{R}^{3}$ lies on this plane. This is false, so $S$ does not exist, and the claim is proved.

Exercise 1. Find an inverse for the transformation $T$ which reflects each vector in the plane $x_{3}=0$.
Exercise 2. Find conditions on the numbers $a, b, c$ so that the transformation $T$ with matrix

$$
\left(\begin{array}{lll}
a & 0 & 0 \\
0 & b & 0 \\
0 & 0 & c
\end{array}\right)
$$

has an inverse $S$. Calculate $S$ when it exists.
Exercise 3. Find an inverse $S$ for the transformation $T$ whose matrix is

$$
\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

Hint: $T\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)=\left(\begin{array}{l}x_{2} \\ x_{1} \\ x_{3}\end{array}\right)$ for every $\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$.

Exercise 4. Find an inverse $S$ for the transformation with matrix $\left(\begin{array}{lll}0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0\end{array}\right)$.
Exercise 5. Show that the transformation $T$ with matrix $\left(\begin{array}{ccc}a & b & c \\ 2 a & 2 b & 2 c \\ 3 a & 3 b & 3 c\end{array}\right)$ has no inverse for any values of $a, b, c$.

Exercise 6. Show that the transformation $T$ with matrix $\left[\begin{array}{ccc}a & b & c \\ d & e & f \\ a+d & b+e & c+f\end{array}\right]$ has no inverse for any values of $a, b, c, d, e, f$.
Exercise 7. Let $T$ be the transformation with matrix $\left[\begin{array}{lll}a_{1} & a_{2} & a_{3} \\ b_{1} & b_{2} & b_{3} \\ c_{1} & c_{2} & c_{3}\end{array}\right]$. Suppose that there exist scalars $t_{1}, t_{2}, t_{3}$, not all 0 , such that

$$
t_{1}\left(\begin{array}{l}
a_{1} \\
a_{2} \\
a_{3}
\end{array}\right]+t_{2}\left(\begin{array}{l}
b_{1} \\
b_{2} \\
b_{3}
\end{array}\right]+t_{3}\left(\begin{array}{l}
c_{1} \\
c_{2} \\
c_{3}
\end{array}\right]=0
$$

(a) Show that there is a plane $\pi$ such that for every vector $\mathbf{X}, T(\mathbf{X})$ lies in $\pi$.
(b) Conclude that $T$ has no inverse.

Let $T$ be a linear transformation of $\mathbb{R}^{3}$. For a given vector $\mathbf{Y}$, we may try to solve the equation

$$
\begin{equation*}
T(\mathbf{X})=\mathbf{Y} \tag{1}
\end{equation*}
$$

by some vector $\mathbf{X}$. Suppose $S$ is an inverse of $T$. Then

$$
T(S(\mathbf{Y}))=T S(\mathbf{Y})=I(\mathbf{Y})=\mathbf{Y}
$$

so $\mathbf{X}=S(\mathbf{Y})$ solves (2).
Now let $\mathbf{X}$ be a solution of (2). Then

$$
S(\mathbf{Y})=S(T(\mathbf{X}))=S T(\mathbf{X})=I(\mathbf{X})=\mathbf{X}
$$

So $S(\mathbf{Y})$ is the only solution of (2).
We have shown: if $T$ has an inverse, then Eq. (2) has exactly one solution $\mathbf{X}$ for each given $\mathbf{Y}$.

Conversely, let $T$ be a linear transformation which has the property that Eq. (2) possesses exactly one solution for each $Y$. We shall show that it follows that $T$ has an inverse.

Denote by $S(\mathbf{Y})$ the solution of (2). Then $T(S(\mathbf{Y}))=\mathbf{Y}$, and if $T(\mathbf{X})=\mathbf{Y}$, then $\mathbf{X}=S(\mathbf{Y})$. We have thus defined a transformation $S$ which sends each vector $\mathbf{Y}$ into $S(\mathbf{Y})$. By the definition of $S, T S(\mathbf{Y})=T(S(\mathbf{Y}))=\mathbf{Y}$, for each $\mathbf{Y}$ in $\mathbb{R}^{3}$. So $T S=I$. Also, if $\mathbf{X}$ is any vector, set $\mathbf{Y}=T(\mathbf{X})$. Then $\mathbf{X}=S(\mathbf{Y})$, by the definition of $S$, and so $\mathbf{X}=S(T(\mathbf{X}))=S T(\mathbf{X})$. Hence $I=S T$. Thus we have shown that $S$ is an inverse of $T$.

Our conscience should bother us about one point. $S$ is a transformation
of $\mathbb{R}^{3}$; but is it a linear transformation? To answer this question, choose two vectors, $\mathbf{X}$ and $\mathbf{Y}$.

$$
\begin{aligned}
T(S(\mathbf{X})+S(\mathbf{Y})) & =T(S(\mathbf{X}))+T(S(\mathbf{Y})) \quad \text { (since } T \text { is linear }) \\
& =T S(\mathbf{X})+T S(\mathbf{Y})=I(\mathbf{X})+I(\mathbf{Y})=\mathbf{X}+\mathbf{Y}
\end{aligned}
$$

so

$$
S(\mathbf{X})+S(\mathbf{Y})
$$

solves (2) with $\mathbf{X}+\mathbf{Y}$ as the right-hand side. By the definition of $S$, it follows that $S(\mathbf{X})+S(\mathbf{Y})=S(\mathbf{X}+\mathbf{Y})$. Similarly, $S(t \mathbf{X})=t S(\mathbf{X})$ whenever $t$ is a scalar.

Exercise 8. Prove the last statement.
We have proved:
Proposition 1. Let $T$ be a linear transformation of $\mathbb{R}^{3}$. Then $T$ has an inverse if and only if the equation

$$
\begin{equation*}
T(\mathbf{X})=\mathbf{Y} \tag{2}
\end{equation*}
$$

has, for each $\mathbf{Y}$, one and only one solution $\mathbf{X}$.
Corollary. If $T$ has an inverse, then

$$
\begin{equation*}
T(\mathbf{X})=\mathbf{0} \quad \text { implies that } \quad \mathbf{X}=\mathbf{0} \tag{3}
\end{equation*}
$$

Proof. Set $\mathbf{Y}=0$ in Proposition 1.
Suppose, conversely, that $T$ is a linear transformation for which (3) holds, i.e., $\mathbf{0}$ is the only vector which $T$ sends into $\mathbf{0}$. It follows that the equation $T(\mathbf{X})=\mathbf{Y}$ has at most one solution for each $\mathbf{Y}$. To see this, suppose $T(\mathbf{U})=\mathbf{Y}$ and $T(\mathbf{V})=\mathbf{Y}$. Then

$$
T(\mathbf{U}-\mathbf{V})=T(\mathbf{U})-T(\mathbf{V})=\mathbf{Y}-\mathbf{Y}=\mathbf{0}
$$

so by (3), $\mathbf{U}-\mathbf{V}=\mathbf{0}$, or $\mathbf{U}=\mathbf{V}$.
We proceed to show that (3) also implies the existence of a solution of $T(\mathbf{X})=\mathbf{Y}$ for each $\mathbf{Y}$. We saw, in Chapter 3.2, that the image of $\mathbb{R}^{3}$ under any linear transformation is either a plane through 0 , a line through $0, \mathbb{R}^{3}$, or the origin. Suppose the image of $\mathbb{R}^{3}$ under $T$ is a plane $\pi$ through $\mathbf{0}$. The vectors $T\left(\mathbf{E}_{1}\right), T\left(\mathbf{E}_{2}\right), T\left(\mathbf{E}_{3}\right)$ all then lie in $\pi$. Three vectors in a plane are linearly dependent. Thus we can find scalars $t_{1}, t_{2}, t_{3}$, not all 0 , such that $t_{1} T\left(\mathbf{E}_{1}\right)+t_{2} T\left(\mathbf{E}_{2}\right)+t_{3} T\left(\mathbf{E}_{3}\right)=0$. Therefore,

$$
T\left(t_{1} \mathbf{E}_{1}+t_{2} \mathbf{E}_{2}+t_{3} \mathbf{E}_{3}\right)=t_{1} T\left(\mathbf{E}_{1}\right)+t_{2} T\left(\mathbf{E}_{2}\right)+t_{3} T\left(\mathbf{E}_{3}\right)=\mathbf{0}
$$

while $t_{1} \mathbf{E}_{1}+t_{2} \mathbf{E}_{2}+t_{3} \mathbf{E}_{3}=\left[\begin{array}{l}t_{1} \\ t_{2} \\ t_{3}\end{array}\right] \neq \mathbf{0}$. This contradicts (3). Hence, the image
of $\mathbb{R}^{3}$ under $T$ cannot be a plane. In the same way, we conclude that the image cannot be a line or the origin, and so the image must be all of $\mathbb{R}^{3}$. This means that for each $\mathbf{Y}$, there is some $\mathbf{X}$ with $T(\mathbf{X})=\mathbf{Y}$. So the existence of a solution is established. We have just proved: If $T$ is a linear transformation of $\mathbb{R}^{3}$ such that (3) holds, then Eq. (2) has one and only one solution for each $\mathbf{Y}$.

By Proposition 1, it follows that $T$ has an inverse. Thus we have:
Proposition 2. Let $T$ be a linear transformation of $\mathbb{R}^{3}$. If (3) holds, i.e., if $T(\mathbf{X})=\mathbf{0}$ implies that $\mathbf{X}=\mathbf{0}$, then $T$ has an inverse. Conversely, if $T$ has an inverse, then (3) holds.

We now need a practical test to decide whether or not (3) holds, given the matrix of some linear transformation $T$. In two dimensions, the test was this: If $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ is the matrix of a transformation $A$, then $A$ has an inverse if and only if $a d-b c \neq 0$. We seek a similar test in $\mathbb{R}^{3}$.

Let $T$ be the linear transformation whose matrix is

$$
\left(\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right)
$$

We call the vectors

$$
\mathbf{A}=\left(\begin{array}{l}
a_{1} \\
a_{2} \\
a_{3}
\end{array}\right), \quad \mathbf{B}=\left(\begin{array}{l}
b_{1} \\
b_{2} \\
b_{3}
\end{array}\right), \quad \mathbf{C}=\left(\begin{array}{l}
c_{1} \\
c_{2} \\
c_{3}
\end{array}\right)
$$

the row vectors of this matrix. The vector $\mathbf{X}=\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$ satisfies $T(\mathbf{X})=\mathbf{0}$ if and only if

$$
\left\{\begin{array}{l}
a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}=0  \tag{4}\\
b_{1} x_{1}+b_{2} x_{2}+b_{3} x_{3}=0 \\
c_{1} x_{1}+c_{2} x_{2}+c_{3} x_{3}=0
\end{array}\right.
$$

On p. 124, Chapter 3.0, we showed that (4) has a nonzero solution $\mathbf{X}=\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$ if and only if

$$
\begin{equation*}
A \cdot(B \times C)=0 \tag{5}
\end{equation*}
$$

Combining this last result with Proposition 2, we obtain:

Theorem 3.4. Let $T$ be a linear transformation of $\mathbb{R}^{3}$ and denote by $\mathbf{A}, \mathbf{B}, \mathbf{C}$ the row vectors of the matrix of $T$. Then $T$ has an inverse if and only if $\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C}) \neq 0$.

Let $T$ be a linear transformation of $\mathbb{R}^{3}$ and assume that $\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C}) \neq 0$. We wish to calculate the matrix of $T^{-1}$. Set

$$
m\left(T^{-1}\right)=\left(\begin{array}{lll}
u_{1} & v_{1} & w_{1} \\
u_{2} & v_{2} & w_{2} \\
u_{3} & v_{3} & w_{3}
\end{array}\right)
$$

where the $u_{i}, v_{i}, w_{i}$ are to be found. Then $T^{-1}\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right)=\left(\begin{array}{l}u_{1} \\ u_{2} \\ u_{3}\end{array}\right]$, so $\left[\begin{array}{l}1 \\ 0 \\ 0\end{array}\right]=T\left[\begin{array}{l}u_{1} \\ u_{2} \\ u_{3}\end{array}\right]$, which we can write

$$
\begin{array}{r}
a_{1} u_{1}+a_{2} u_{2}+a_{3} u_{3}=1 \\
b_{1} u_{1}+b_{2} u_{2}+b_{3} u_{3}=0  \tag{6}\\
c_{1} u_{1}+c_{2} u_{2}+c_{3} u_{3}=0
\end{array}
$$

Set $\Delta=\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})$. Then we have

$$
\begin{aligned}
& \mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})=\Delta \\
& \mathbf{B} \cdot(\mathbf{B} \times \mathbf{C})=0 \\
& \mathbf{C} \cdot(\mathbf{B} \times \mathbf{C})=0
\end{aligned}
$$

and hence, using the hypothesis $\Delta \neq 0$,

$$
\begin{aligned}
& \mathbf{A} \cdot \frac{\mathbf{B} \times \mathbf{C}}{\Delta}=1, \\
& \mathbf{B} \cdot \frac{\mathbf{B} \times \mathbf{C}}{\Delta}=0, \\
& \mathbf{C} \cdot \frac{\mathbf{B} \times \mathbf{C}}{\Delta}=0
\end{aligned}
$$

Thus $\left(\begin{array}{l}u_{1} \\ u_{2} \\ u_{3}\end{array}\right]=\mathbf{B} \times \mathbf{C} / \Delta$ satisfies (6), so

$$
T\left(\frac{\mathbf{B} \times \mathbf{C}}{\Delta}\right)=\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right)
$$

and so

$$
\frac{\mathbf{B} \times \mathbf{C}}{\Delta}=T^{-1}\left(\begin{array}{l}
1  \tag{7}\\
0 \\
0
\end{array}\right)
$$

Now recall that by Exercise 6, Chapter 3.0,

$$
\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})=\mathbf{B} \cdot(\mathbf{C} \times \mathbf{A})=\mathbf{C} \cdot(\mathbf{A} \times \mathbf{B})
$$

By a calculation like the one which led to (7), we get

$$
\frac{\mathbf{C} \times \mathbf{A}}{\Delta}=T^{-1}\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right)
$$

and

$$
\frac{\mathbf{A} \times \mathbf{B}}{\Delta}=T^{-1}\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)
$$

By the definition of the cross product,

$$
\begin{aligned}
& \mathbf{B} \times \mathbf{C}=\left(\left.\begin{array}{ll}
\left|\begin{array}{ll}
b_{2} & b_{3} \\
c_{2} & c_{3}
\end{array}\right| \\
\left|\begin{array}{ll}
b_{3} & b_{1} \\
c_{3} & c_{1}
\end{array}\right| \\
\left|\begin{array}{ll}
b_{1} & b_{2} \\
c_{1} & c_{2}
\end{array}\right|
\end{array} \right\rvert\,\right. \text { and } \\
& \mathbf{C} \times \mathbf{A}=\left(\left.\begin{array}{ll}
\left|\begin{array}{ll}
c_{2} & c_{3} \\
a_{2} & a_{3}
\end{array}\right| \\
\left|\begin{array}{ll}
c_{3} & c_{1} \\
a_{3} & a_{1}
\end{array}\right| \\
\left|\begin{array}{ll}
c_{1} & c_{2} \\
a_{1} & a_{2}
\end{array}\right|
\end{array} \right\rvert\,\right. \text { and } \\
& \mathbf{A} \times \mathbf{B}=\left(\begin{array}{l}
\left|\begin{array}{ll}
a_{2} & a_{3} \\
b_{2} & b_{3}
\end{array}\right| \\
\left|\begin{array}{ll}
a_{3} & a_{1} \\
b_{3} & b_{1}
\end{array}\right| \\
\left|\begin{array}{ll}
a_{1} & a_{2} \\
b_{1} & b_{2}
\end{array}\right|
\end{array}\right) .
\end{aligned}
$$

We conclude that

$$
m\left(T^{-1}\right)=\frac{1}{\Delta}\left(\left.\begin{array}{lll}
\left|\begin{array}{ll}
b_{2} & b_{3} \\
c_{2} & c_{3}
\end{array}\right| & \left|\begin{array}{ll}
c_{2} & c_{3} \\
a_{2} & a_{3}
\end{array}\right| & \left|\begin{array}{ll}
a_{2} & a_{3} \\
b_{2} & b_{3}
\end{array}\right|  \tag{8}\\
\left|\begin{array}{ll}
b_{3} & b_{1} \\
c_{3} & c_{1}
\end{array}\right| & \left|\begin{array}{ll}
c_{3} & c_{1} \\
a_{3} & a_{1}
\end{array}\right| & \left|\begin{array}{ll}
a_{3} & a_{1} \\
b_{3} & b_{1}
\end{array}\right| \\
\left|\begin{array}{ll}
b_{1} & b_{2} \\
c_{1} & c_{2}
\end{array}\right| & \left|\begin{array}{ll}
c_{1} & c_{2} \\
a_{1} & a_{2}
\end{array}\right| & \left|\begin{array}{ll}
a_{1} & a_{2} \\
b_{1} & b_{2}
\end{array}\right|
\end{array} \right\rvert\,\right.
$$

Note that

$$
\Delta=\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})=a_{1}\left|\begin{array}{ll}
b_{2} & b_{3} \\
c_{2} & c_{3}
\end{array}\right|+a_{2}\left|\begin{array}{ll}
b_{3} & b_{1} \\
c_{3} & c_{1}
\end{array}\right|+a_{3}\left|\begin{array}{ll}
b_{1} & b_{2} \\
c_{1} & c_{2}
\end{array}\right|
$$

Example 6. If $m(T)=\left(\begin{array}{ccc}1 & 2 & 3 \\ 1 & 0 & -1 \\ 0 & 1 & 1\end{array}\right]$, find $m\left(T^{-1}\right)$.

$$
\begin{aligned}
\Delta & =1\left|\begin{array}{cc}
0 & -1 \\
1 & 1
\end{array}\right|+2\left|\begin{array}{cc}
-1 & 1 \\
1 & 0
\end{array}\right|+3\left|\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right| \\
& =1 \cdot 1+2(-1)+3 \cdot 1=2 .
\end{aligned}
$$

By (8),

$$
m\left(T^{-1}\right)=\frac{1}{2}\left[\begin{array}{ccc}
1 & -(-1) & -2 \\
-1 & -(-1) & 4 \\
1 & -(1) & -2
\end{array}\right]=\left[\begin{array}{ccc}
\frac{1}{2} & \frac{1}{2} & -1 \\
-\frac{1}{2} & \frac{1}{2} & 2 \\
\frac{1}{2} & -\frac{1}{2} & -1
\end{array}\right]
$$

Exercise 9. Verify that the matrix just obtained for $m\left(T^{-1}\right)$ satisfies $m(T) m\left(T^{-1}\right)$ $=m(I)$ and $m\left(T^{-1}\right) m(T)=m(I)$.

Exercise 10. Use (8) to find inverses for
(a) $\left(\begin{array}{lll}0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1\end{array}\right)$,
(b) $\left(\begin{array}{ccc}1 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & 1 & 0\end{array}\right)$,
(c) $\left(\begin{array}{lll}5 & 5 & 1 \\ 1 & 0 & 0 \\ 0 & 0 & 1\end{array}\right)$.

Let $m$ be a matrix which possesses an inverse matrix $m^{-1}$, i.e.,

$$
m m^{-1}=m^{-1} m=\text { identity matrix }=\mathrm{id}
$$

Let $m=\left(\begin{array}{lll}a_{1} & a_{2} & a_{3} \\ b_{1} & b_{2} & b_{3} \\ c_{1} & c_{2} & c_{3}\end{array}\right]$. We shall give a new approach to the problem of finding the entries in the matrix $m^{-1}$.

Given a vector $\left[\begin{array}{l}y_{1} \\ y_{2} \\ y_{3}\end{array}\right]$, consider the following system of equations for the unknowns $x_{1}, x_{2}, x_{3}$ :

$$
\begin{align*}
& a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}=y_{1}, \\
& b_{1} x_{1}+b_{2} x_{2}+b_{3} x_{3}=y_{2},  \tag{9}\\
& c_{1} x_{1}+c_{2} x_{2}+c_{3} x_{3}=y_{3} .
\end{align*}
$$

Suppose we can solve the system (9) be setting

$$
\begin{align*}
& x_{1}=d_{1} y_{1}+d_{2} y_{2}+d_{3} y_{3} \\
& x_{2}=e_{1} y_{1}+e_{2} y_{2}+e_{3} y_{3}  \tag{10}\\
& x_{3}=f_{1} y_{1}+f_{2} y_{2}+f_{3} y_{3}
\end{align*}
$$

where $d_{i}, e_{i}, f_{i}$ are certain numbers which do not depend on $y_{1}, y_{2}, y_{3}$. We define a matrix $n$ by

$$
n=\left(\begin{array}{lll}
d_{1} & d_{2} & d_{3}  \tag{11}\\
e_{1} & e_{2} & e_{3} \\
f_{1} & f_{2} & f_{3}
\end{array}\right)
$$

Then (9) and (10) state that, setting

$$
\mathbf{X}=\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right) \quad \text { and } \quad \mathbf{Y}=\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right),
$$

$m(\mathbf{X})=\mathbf{Y}$ and $n(\mathbf{Y})=\mathbf{X}$. So

$$
n m(\mathbf{X})=n(m(\mathbf{X}))=n(\mathbf{Y})=\mathbf{X} .
$$

This holds for each vector X. Hence

$$
n m=\text { id. }
$$

It follows that

$$
n=(n m)\left(m^{-1}\right)=\operatorname{id}\left(m^{-1}\right)=m^{-1}
$$

We thus have the following result:
The matrix $n$ defined by (11) is the inverse of the matrix $m$.
Example 7. $m=\left(\begin{array}{ccc}1 & 2 & 3 \\ 1 & 0 & -1 \\ 0 & 1 & 1\end{array}\right]$. Find $m^{-1}$ by the preceding method.
The system (9) here is

$$
\begin{aligned}
x_{1}+2 x_{2}+3 x_{3} & =y_{1}, \\
x_{1}-x_{3} & =y_{2}, \\
x_{2}+x_{3} & =y_{3} .
\end{aligned}
$$

We can solve this by eliminating $x_{3}$ from the last equation by setting

$$
x_{3}=y_{3}-x_{2} .
$$

Inserting this expression in the first two equations yields

$$
\begin{aligned}
x_{1}+2 x_{2}+3\left(y_{3}-x_{2}\right) & =y_{1}, \\
x_{1}-\left(y_{3}-x_{2}\right) & =y_{2},
\end{aligned}
$$

or

$$
\begin{aligned}
& x_{1}-x_{2}=y_{1}-3 y_{3} \\
& x_{1}+x_{2}=y_{2}+y_{3} .
\end{aligned}
$$

Solving this system for $x_{1}$ and $x_{2}$, we find

$$
\begin{aligned}
& 2 x_{1}=y_{1}+y_{2}-2 y_{3} \\
& 2 x_{2}=\left(y_{2}+y_{3}\right)-\left(y_{1}-3 y_{3}\right)=-y_{1}+y_{2}+4 y_{3}
\end{aligned}
$$

so

$$
\begin{aligned}
& x_{1}=\frac{1}{2} y_{1}+\frac{1}{2} y_{2}-y_{3}, \\
& x_{2}=-\frac{1}{2} y_{1}+\frac{1}{2} y_{2}+2 y_{3},
\end{aligned}
$$

and

$$
x_{3}=\frac{1}{2} y_{1}-\frac{1}{2} y_{2}-y_{3},
$$

since

$$
x_{3}=y_{3}-x_{2}=\frac{1}{2} y_{1}-\frac{1}{2} y_{2}-y_{3} .
$$

Thus, here,

$$
m^{-1}=\left(\begin{array}{lll}
d_{1} & d_{2} & d_{3} \\
e_{1} & e_{2} & e_{3} \\
f_{1} & f_{2} & f_{3}
\end{array}\right)=\left[\begin{array}{ccc}
\frac{1}{2} & \frac{1}{2} & -1 \\
-\frac{1}{2} & \frac{1}{2} & 2 \\
\frac{1}{2} & -\frac{1}{2} & -1
\end{array}\right]
$$

To our great relief, the answer we found agrees with our earlier answer to Example 6.

Exercise 11. Using the method just described, find inverses for the following matrices:
(a) $\left(\begin{array}{lll}0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1\end{array}\right)$,
(b) $\left(\begin{array}{lll}5 & 5 & 1 \\ 1 & 0 & 0 \\ 0 & 0 & 1\end{array}\right)$,
(c) $\left(\begin{array}{ccc}1 & -1 & 2 \\ 6 & 0 & 1 \\ 3 & 2 & 1\end{array}\right)$.

Exercise 12. Using the methods just described, find an inverse for

$$
\left(\begin{array}{ccc}
1 & a & b \\
0 & 1 & c \\
0 & 0 & 1
\end{array}\right)
$$

Exercise 13. By computing $\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})$, show that $\left(\begin{array}{lll}1 & s & s^{2} \\ 1 & t & t^{2} \\ 1 & u & u^{2}\end{array}\right]$ has an inverse provided $s, t, u$ are all distinct. Hint: Simplify the expression you get for $\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})$, writing it as a product.
Exercise 14. $S$ and $T$ are linear transformations of $\mathbb{R}^{3}$ which have inverses. Show that $S T$ has an inverse and that $(S T)^{-1}=T^{-1} S^{-1}$.
Exercise 15. $S$ is an invertible linear transformation of $\mathbb{R}^{3}, D$ is a linear transformation of $\mathbb{R}^{3}$, and $T=S^{-1} D S$. Show that

$$
T^{2}=S^{-1} D^{2} S, \quad T^{3}=S^{-1} D^{3} S
$$

Exercise 16. $n$ is a $3 \times 3$ matrix such that $n^{3}=0$. Show that

$$
(\mathrm{id}+n)^{-1}=\mathrm{id}-n+n^{2} .
$$

Exercise 17. Set $n=\left(\begin{array}{lll}0 & a & b \\ 0 & 0 & c \\ 0 & 0 & 0\end{array}\right)$. Show that $n^{3}=0$. Using Exercise 16, find the inverse of id $+n=\left(\begin{array}{lll}1 & a & b \\ 0 & 1 & c \\ 0 & 0 & 1\end{array}\right)$. Compare your result with the answer to Exercise 12.
Exercise 18. For what values of $a, b, c, d$ does $\left(\begin{array}{lll}1 & 0 & 0 \\ 0 & a & b \\ 0 & c & d\end{array}\right)$ have an inverse? Calculate the inverse when it exists.

We defined the inverse $S$ of a linear transformation $T$ by the two conditions:
(i) $S T=I$
and
(ii) $T S=I$.

Suppose that only one of the two conditions is satisfied, say, (i) holds. Does (ii) follow?

Proposition 3. Let $S, T$ be linear transformations of $\mathbb{R}^{3}$ such that $S T=I$. Then $T S=I$.

Proof. Choose a vector $\mathbf{X}$ such that $T(\mathbf{X})=\mathbf{0}$. Then $\mathbf{X}=I(\mathbf{X})=S T(\mathbf{X})$
$=S(\mathbf{0})=\mathbf{0}$. Then, by Proposition $2, T$ has an inverse, $T^{-1}$, with $T^{-1} T$
$=T T^{-1}=I$. Since $S T=I, S=S I=S\left(T T^{-1}\right)=(S T) T^{-1}=I T^{-1}$
$=I T^{-1}=T^{-1}$. Hence $T S=T\left(T^{-1}\right)=I$.
Exercise 19. Let $S, T$ be two linear transformations. Show that if the product $S T$ has an inverse, then $S$ has an inverse and $T$ has an inverse.

## §1. Inverses of Elementary Matrices and Diagonal Matrices

Recall the elementary matrices $e_{i j}^{s}$ and $p_{i j}$ that we studied in Chapter 3.3. Let us find the inverses of these matrices.

Example 8. $e_{31}^{s} e_{31}^{t}=\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ s & 0 & 1\end{array}\right]\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & 0 \\ t & 0 & 1\end{array}\right]=\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & 0 \\ s+t & 0 & 1\end{array}\right]$. Choosing $t=-s$, this gives $e_{31}^{s} e_{31}^{-s}=\mathrm{id}$, and replacing $s$ by $-s$ and $t$ by $s$, we get $e_{31}^{-s} e_{31}^{s}=\mathrm{id}$. So $\left(e_{31}^{s}\right)^{-1}=e_{31}^{-s}$.

Exercise 20. Show that $\left(e_{32}^{s}\right)^{-1}=e_{32}^{-s}$.
Exercise 21. Show that $\left(e_{12}^{s}\right)^{-1}=e_{12}^{-s}$.

In the general case, for all $i, j$, and $s$, a similar calculation gives us:
Proposition 4. $\left(e_{i j}^{s}\right)^{-1}=e_{i j}^{-s}$.
Example 9. Recall that $p_{31}=\left(\begin{array}{lll}0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0\end{array}\right]$. We know that for each matrix $m$, $p_{31} m$ is obtained from $m$ by interchanging the first and third rows and leaving the second row alone. Hence,

$$
p_{31} p_{31}=\mathrm{id}
$$

so $\left(p_{31}\right)^{-1}=p_{31}$.
Exercise 22. Find $\left(p_{12}\right)^{-1}$.
In the general case, we have:

Proposition 5. For every $i, j, i \neq j$,

$$
\left(p_{i j}\right)^{-1}=p_{i j}
$$

Next, consider the diagonal matrix

$$
d=\left(\begin{array}{ccc}
t_{1} & 0 & 0 \\
0 & t_{2} & 0 \\
0 & 0 & t_{3}
\end{array}\right)
$$

If any of the numbers $t_{1}, t_{2}, t_{3}$ is 0 , then by Theorem $3.4, d$ has no inverse. If all $t_{i} \neq 0$, we have

$$
\left[\begin{array}{ccc}
t_{1} & 0 & 0 \\
0 & t_{2} & 0 \\
0 & 0 & t_{3}
\end{array}\right]\left[\begin{array}{ccc}
1 / t_{1} & 0 & 0 \\
0 & 1 / t_{2} & 0 \\
0 & 0 & 1 / t_{3}
\end{array}\right]=\mathrm{id}
$$

so $d^{-1}=\left(\begin{array}{ccc}1 / t_{1} & 0 & 0 \\ 0 & 1 / t_{2} & 0 \\ 0 & 0 & 1 / t_{3}\end{array}\right)$. Thus we have:
Proposition 6. $A$ diagonal matrix $d$ has an inverse if and only if its diagonal entries are all $\neq 0$, and in that case $d^{-1}$ is the diagonal matrix whose diagonal entries are the reciprocals of those for $d$.

We shall now show that, by multiplying a given matrix $m$ by suitable elementary matrices, we can convert $m$ into a diagonal matrix.

Let $m=\left[\begin{array}{lll}a_{1} & a_{2} & a_{3} \\ b_{1} & b_{2} & b_{3} \\ c_{1} & c_{2} & c_{3}\end{array}\right]$. If $a_{1} \neq 0$, we can choose $t$ so that $b_{1}+t a_{1}=0$. Then

$$
e_{21}^{t} m=\left[\begin{array}{ccc}
a_{1} & a_{2} & a_{3} \\
0 & b_{2}+t a_{2} & b_{3}+t a_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right]
$$

Similarly, we can choose $s$ so that

$$
e_{31}^{s} e_{21}^{t} m=\left(\begin{array}{ccc}
a_{1} & a_{2} & a_{3} \\
0 & b_{2}+t a_{2} & b_{3}+t a_{3} \\
0 & c_{2}+s a_{2} & c_{3}+s a_{3}
\end{array}\right] .
$$

Thus $e_{31}^{s} e_{21}^{f} m=\left[\begin{array}{ccc}a_{1} & a_{2} & a_{3} \\ 0 & x & y \\ 0 & z & w\end{array}\right]$. Similarly, we can find $r, q$ so that

$$
e_{31}^{s} e_{21} m e_{12}^{r} e_{13}^{q}=\left(\begin{array}{ccc}
a_{1} & 0 & 0  \tag{12}\\
0 & x & y \\
0 & z & w
\end{array}\right) .
$$

If $a_{1}=0$, either $m$ is the zero matrix or some entry of $m$ is $\neq 0$, say, $b_{3} \neq 0$. Then

$$
m p_{13}=\left[\begin{array}{lll}
a_{3} & a_{2} & a_{1} \\
b_{3} & b_{2} & b_{1} \\
c_{3} & c_{2} & c_{1}
\end{array}\right] \text { and } p_{12} m p_{13}=\left[\begin{array}{ccc}
b_{3} & b_{2} & b_{1} \\
a_{3} & a_{2} & a_{1} \\
c_{3} & c_{2} & c_{1}
\end{array}\right] .
$$

Since $b_{3} \neq 0$, we can apply formula (12) to the matrix $p_{12} m p_{13}$ and get

$$
e_{31}^{s} e_{21}^{t} p_{12} m p_{13} e_{12}^{r} e_{13}^{q}=\left[\begin{array}{ccc}
b_{3} & 0 & 0  \tag{13}\\
0 & x & y \\
0 & z & w
\end{array}\right] .
$$

If $x \neq 0$, we can proceed as earlier and find scalars $i, j$ so that (2) yields

$$
e_{32}^{i} e_{31}^{s} e_{21}^{i} p_{12} m p_{13} e_{12}^{r} e_{13}^{q} e_{23}=\left[\begin{array}{ccc}
b_{3} & 0 & 0 \\
0 & x & 0 \\
0 & 0 & u
\end{array}\right] .
$$

The right-hand side is a diagonal matrix. If $x=0$, we consider two possibilities. If $y, z, w$ in (13) are all 0 , then the right-hand side of (13) is a diagonal matrix. If at least one of $y, z, w \neq 0$, say $w \neq 0$, we can multiply the left-hand side in (13) on the left by $p_{23}$ and on the right by $p_{23}$ and obtain

$$
p_{23} e_{31}^{s} e_{21}^{t} p_{12} m p_{13} e_{12}^{r} e_{13}^{q} p_{23}=\left[\begin{array}{ccc}
b_{3} & 0 & 0 \\
0 & w & z \\
0 & y & x
\end{array}\right],
$$

where now $w \neq 0$. Proceeding as we did earlier when we had $x \neq 0$, we find that

$$
e_{32}^{i} p_{23} e_{11}^{s} e_{21}^{i} p_{12} m p_{13} e_{12}^{r} e_{13}^{q} p_{23} e_{23}^{j}=\left(\begin{array}{ccc}
b_{3} & 0 & 0 \\
0 & w & 0 \\
0 & 0 & u
\end{array}\right)
$$

which is again a diagonal matrix. So in every case, we can find elementary matrices $e_{1}, \ldots, e_{k}, f_{1}, \ldots, f_{l}$ so that

$$
e_{1} e_{2} \ldots e_{k} m f_{1} f_{2} \ldots f_{l}=d
$$

where $d$ is a diagonal matrix. It follows, by multiplying the last equation by $e_{1}^{-1}$, that

$$
e_{2} \ldots e_{k} m f_{1} \ldots f_{l}=e_{1}^{-1} d
$$

Continuing, we obtain

$$
m f_{1} \ldots f_{l}=e_{k}^{-1} \ldots e_{2}^{-1} e_{1}^{-1} d
$$

and

$$
m=e_{k}^{-1} \ldots e_{2}^{-1} e_{1}^{-1} d f_{l}^{-1} f_{l-1}^{-1} \ldots f_{1}^{-1}
$$

Note that the inverse of an elementary matrix is again an elementary matrix. We have thus proved:

Theorem 3.5. Let $m$ be a $3 \times 3$ matrix. Then we can find elementary matrices $g_{1}, \ldots, g_{k}, h_{1}, \ldots, h_{l}$ and a diagonal matrix $d$ so that

$$
\begin{equation*}
m=g_{1} g_{2} \ldots g_{k} d h_{1} h_{2} \ldots h_{l} \tag{14}
\end{equation*}
$$

Example 10. Let us express the matrix

$$
m=\left(\begin{array}{lll}
1 & 1 & 0 \\
3 & 1 & 2 \\
5 & 2 & 4
\end{array}\right)
$$

in the form (14),

$$
\begin{aligned}
e_{21}^{-3} m & =\left(\begin{array}{ccc}
1 & 1 & 0 \\
0 & -2 & 2 \\
5 & 2 & 4
\end{array}\right), \\
e_{31}^{-5} e_{21}^{-3} m & =\left(\begin{array}{ccc}
1 & 1 & 0 \\
0 & -2 & 2 \\
0 & -3 & 4
\end{array}\right), \\
e_{32}^{-3 / 2} e_{31}^{-5} e_{21}^{-3} m & =\left(\begin{array}{ccc}
1 & 1 & 0 \\
0 & -2 & 2 \\
0 & 0 & 1
\end{array}\right) .
\end{aligned}
$$

Also,

$$
\left(\begin{array}{ccc}
1 & 1 & 0 \\
0 & -2 & 2 \\
0 & 0 & 1
\end{array}\right) e_{12}^{-1}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -2 & 2 \\
0 & 0 & 1
\end{array}\right)
$$

and

$$
\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -2 & 2 \\
0 & 0 & 1
\end{array}\right) e_{12}^{-1} e_{23}^{1}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -2 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

Setting $d=\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & -2 & 0 \\ 0 & 0 & 1\end{array}\right]$, we thus have $e_{32}^{-3 / 2} e_{31}^{-5} e_{21}^{-3} m e_{12}^{-1} e_{23}^{1}=d$, so $m$ $=e_{21}^{3} e_{31}^{5} e_{32}^{3 / 2} d e_{23}^{-1} e_{12}^{1}$ or

$$
\begin{aligned}
{\left[\begin{array}{lll}
1 & 1 & 0 \\
3 & 1 & 2 \\
5 & 2 & 4
\end{array}\right]=} & \left(\begin{array}{lll}
1 & 0 & 0 \\
3 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
5 & 0 & 1
\end{array}\right]\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 3 / 2 & 1
\end{array}\right] \\
& \times\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -2 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & -1 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] .
\end{aligned}
$$

Exercise 23. Express the following matrices in the form of (14):
(a) $\left(\begin{array}{lll}0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0\end{array}\right)$,
(b) $\left(\begin{array}{lll}1 & 3 & 0 \\ 2 & 0 & 0 \\ 0 & 0 & 0\end{array}\right)$,
(c) $\left(\begin{array}{lll}1 & 1 & 1 \\ 0 & 2 & 2 \\ 0 & 0 & 3\end{array}\right)$.

## §2. Systems of Three Linear Equations in Three Unknowns

We consider the following system of three equations in three unknowns:

$$
\begin{align*}
a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3} & =u_{1}, \\
b_{1} x_{1}+b_{2} x_{2}+b_{3} x_{3} & =u_{2},  \tag{15}\\
c_{1} x_{1}+c_{2} x_{2}+c_{3} x_{3} & =u_{3} .
\end{align*}
$$

For each choice of numbers $u_{1}, u_{2}, u_{3}$, we may ask: Does the system (15) have a solution $x_{1}, x_{2}, x_{3}$ ? And if (15) has a solution, is this solution unique?

We may write the above expression in matrix form by introducing the linear transformation $T$ with matrix

$$
m=\left(\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right]
$$

Then the system (15) may be written

$$
\begin{equation*}
T(\mathbf{X})=\mathbf{U} \tag{16}
\end{equation*}
$$

where $\mathbf{X}$ is the vector $\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$ and $\mathbf{U}=\left(\begin{array}{l}u_{1} \\ u_{2} \\ u_{3}\end{array}\right]$. We call (16) the nonhomogeneous system with matrix m.

If the matrix $m$ has an inverse, then the linear transformation $T$ has an inverse $T^{-1}$. We then have

$$
T\left(T^{-1}(\mathbf{U})\right)=\left(T T^{-1}\right)(\mathbf{U})=\mathbf{U}
$$

so $\mathbf{X}=T^{-1}(\mathbf{U})$ is a solution of (16), and, conversely, if $T(\mathbf{X})=\mathbf{U}$, then $\mathbf{X}=T^{-1}(T(\mathbf{X}))=T^{-1}(\mathbf{U})$.

So there is a unique solution vector $\mathbf{X}$ for each choice of $\mathbf{U}$.
In particular, if $\mathbf{U}=\mathbf{0}$, we find that $\mathbf{X}=\left(\begin{array}{l}0 \\ 0 \\ 0\end{array}\right]=T^{-1}\left(\begin{array}{l}0 \\ 0 \\ 0\end{array}\right]$ is the unique solution of the system

$$
\begin{equation*}
T(\mathbf{X})=\mathbf{0} . \tag{17}
\end{equation*}
$$

This system, with the zero vector on the right-hand side, is called the homogeneous system associated with the system (15).

No matter what the matrix $m$ is, the homogeneous system has at least one solution, namely, the solution $\mathbf{X}=\left[\begin{array}{l}0 \\ 0 \\ 0\end{array}\right]$. This is called the trivial solution of the homogeneous system, and we have seen above that if $m$ has an inverse, then the trivial solution is the only solution of the homogeneous system.

But what if $m$ does not possess an inverse? Will the system (17) then have a nontrivial solution? Proposition 2 of this chapter tells us that the answer is yes.

As in the 2-dimensional case, we obtain the following three general results.

Proposition 7. The system (16) has a unique solution $\mathbf{X}$ for every $\mathbf{U}$ if and only if the transformation $T$ has an inverse.

Proposition 8. The homogeneous system (17) has a non-trivial solution if and only if $T$ fails to have an inverse.
In the case that $T$ fails to have an inverse, the general solution of (16) is described as follows.

Proposition 9. If $\overline{\mathbf{X}}$ is a particular solution of (16), so that $T(\overline{\mathbf{X}})=\mathbf{U}$, we may express every solution of (16) in the form $\overline{\mathbf{X}}+\mathbf{X}^{h}$, where $\mathbf{X}^{h}$ is a solution of the homogeneous system (17).

Example 11. Find all solutions of the nonhomogeneous system

$$
\left\{\begin{array}{l}
x_{1}+x_{2}+x_{3}=1 \\
2 x_{1}-x_{2}=5 \\
5 x_{1}+2 x_{2}+3 x_{3}=8
\end{array}\right.
$$

If $x_{1}, x_{2}, x_{3}$ solves the corresponding homogeneous system

$$
\left\{\begin{array}{l}
x_{1}+x_{2}+x_{3}=0 \\
2 x_{1}-x_{2}=0 \\
5 x_{1}+2 x_{2}+3 x_{3}=0
\end{array}\right.
$$

then $2 x_{1}=x_{2}$ and $x_{1}+2 x_{1}+x_{3}=0$, so $x_{3}=-3 x_{1}$. Hence, the most general solution $\mathbf{X}^{h}=\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$ of the homogeneous system is

$$
\mathbf{X}^{h}=\left(\begin{array}{c}
x_{1} \\
2 x_{1} \\
-3 x_{1}
\end{array}\right)
$$

A particular solution $\overline{\mathbf{X}}$ of the nonhomogeneous system is

$$
\overline{\mathbf{X}}=\left[\begin{array}{c}
2 \\
-1 \\
0
\end{array}\right]
$$

By Proposition 9, the general solution of the nonhomogeneous system is then

$$
\mathbf{X}=\left(\begin{array}{c}
2 \\
-1 \\
0
\end{array}\right]+\left[\begin{array}{c}
x_{1} \\
2 x_{1} \\
-3 x_{1}
\end{array}\right]=\left[\begin{array}{r}
2+x_{1} \\
-1+2 x_{1} \\
-3 x_{1}
\end{array}\right]
$$

where $x_{1}$ is an arbitrary real number.

## §3. Two Equations in Three Unknowns

In the system (15) under consideration, the number of unknowns equals the number of equations. Suppose we are given a system of two equations in three unknowns:

$$
\begin{align*}
& a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}=u_{1} \\
& b_{1} x_{1}+b_{2} x_{2}+b_{3} x_{3}=u_{2} \tag{18}
\end{align*}
$$

The homogeneous system corresponding to (18) is

$$
\begin{align*}
& a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}=0 \\
& b_{1} x_{1}+b_{2} x_{2}+b_{3} x_{3}=0 \tag{19}
\end{align*}
$$

Setting $\mathbf{X}=\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right], \mathbf{A}=\left[\begin{array}{l}a_{1} \\ a_{2} \\ a_{3}\end{array}\right], \mathbf{B}=\left[\begin{array}{l}b_{1} \\ b_{2} \\ b_{3}\end{array}\right]$, we may write the system (18) as

$$
\mathbf{A} \cdot \mathbf{X}=u_{1}, \quad \mathbf{B} \cdot \mathbf{X}=u_{2}
$$

and the system (19) as

$$
\mathbf{A} \cdot \mathbf{X}=0, \quad \mathbf{B} \cdot \mathbf{X}=0
$$

Proposition 10. If $\overline{\mathbf{X}}$ is one solution of (18), then any solution of (18) can be written as $\overline{\mathbf{X}}+\mathbf{X}^{h}$, where $\mathbf{X}^{h}$ is a solution of the homogeneous system (19).

Proof. If $\mathbf{A} \cdot \overline{\mathbf{X}}=\mathbf{A} \cdot \mathbf{X}=u_{1}$ and $\mathbf{B} \cdot \overline{\mathbf{X}}=\mathbf{B} \cdot \mathbf{X}=u_{2}$, then $\mathbf{A} \cdot(\mathbf{X}-\overline{\mathbf{X}})=0$ and $\mathbf{B} \cdot(\mathbf{X}-\overline{\mathbf{X}})=0$, so $\mathbf{X}-\overline{\mathbf{X}}$ is a solution $\mathbf{X}^{h}$ of (19).

If $\mathbf{A}$ and $\mathbf{B}$ are linearly independent, then the solution space of (19) is just the line perpendicular to the plane spanned by $\mathbf{A}$ and $\mathbf{B}$, i.e., the line along the nonzero vector $\mathbf{A} \times \mathbf{B}$.

If $\mathbf{A}$ and $\mathbf{B}$ are linearly dependent, but not both $\mathbf{0}$, then the solution space of (19) will be the plane through the origin perpendicular to the line containing $\mathbf{A}$ and $\mathbf{B}$.

If $\mathbf{A}=\mathbf{B}=\mathbf{0}$, then the solution of (19) is all of $\mathbb{R}^{3}$.

## CHAPTER 3.5

## Determinants

Let $m$ be the matrix

$$
\left(\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right]
$$

Let $\mathbf{A}, \mathbf{B}, \mathbf{C}$ denote the row vectors of this matrix. The quantity

$$
\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})=\mathbf{B} \cdot(\mathbf{C} \times \mathbf{A})=\mathbf{C} \cdot(\mathbf{A} \times \mathbf{B})
$$

is called the determinant of $m$ and is $\operatorname{denoted} \operatorname{det}(m)$ or

$$
\left|\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right| .
$$

Expressed in these terms, Theorem 3.4 of Chapter 3.4 says that $m$ has an inverse if and only if $\operatorname{det}(m) \neq 0$. In Exercise 6 in Chapter 3.0, we saw that

$$
\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})=\mathbf{B} \cdot(\mathbf{C} \times \mathbf{A})=\mathbf{C} \cdot(\mathbf{A} \times \mathbf{B})
$$

Also $\mathbf{A} \times \mathbf{B}=-\mathbf{B} \times \mathbf{A}$.
In what follows, we shall frequently make use of these relations.
(i) If two rows are interchanged, the determinant changes sign.

Proof.

$$
\begin{aligned}
{\left[\begin{array}{lll}
b_{1} & b_{2} & b_{3} \\
a_{1} & a_{2} & a_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right] } & =\mathbf{B} \cdot(\mathbf{A} \times \mathbf{C})=\mathbf{B} \cdot(-\mathbf{C} \times \mathbf{A})=-\mathbf{B} \cdot(\mathbf{C} \times \mathbf{A}) \\
& =-\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})=-\left|\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right| .
\end{aligned}
$$

Interchanging the last two rows, we get

$$
\left|\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
c_{1} & c_{2} & c_{3} \\
b_{1} & b_{2} & b_{3}
\end{array}\right|=\mathbf{A} \cdot(\mathbf{C} \times \mathbf{B})=-\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})=-\left|\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right| .
$$

Finally, interchanging the first and third rows,

$$
\left|\begin{array}{lll}
c_{1} & c_{2} & c_{3} \\
b_{1} & b_{2} & b_{3} \\
a_{1} & a_{2} & a_{3}
\end{array}\right|=\mathbf{C} \cdot(\mathbf{B} \times \mathbf{A})=-\mathbf{C} \cdot(\mathbf{A} \times \mathbf{B})=-\left|\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right| .
$$

Thus (i) is proved.
(ii) If a row is 0 , then $\operatorname{det}(m)=0$.

Proof. If $\mathbf{A}=\mathbf{0}, \operatorname{det}(m)=\mathbf{0} \cdot(\mathbf{B} \times \mathbf{C})=0$, and if $\mathbf{B}$ or $\mathbf{C}=\mathbf{0}, \operatorname{det}(m)=$ $\mathbf{A} \cdot(\mathbf{0} \times \mathbf{C})$ or $\mathbf{A} \cdot(\mathbf{B} \times \mathbf{0})$, and so $\operatorname{det}(m)=0$.
(iii) If two rows are equal, then $\operatorname{det}(m)=0$.

Proof. If $\mathbf{A}=\mathbf{B}, \operatorname{det}(m)=\mathbf{A} \cdot(\mathbf{A} \times \mathbf{C})=0$, by Chapter 3.0., p. 121. Similarly, if $\mathbf{A}=\mathbf{C}, \operatorname{det}(m)=0$. If $\mathbf{B}=\mathbf{C}, \operatorname{det}(m)=\mathbf{A} \cdot(\mathbf{B} \times \mathbf{B})=\mathbf{A} \cdot \mathbf{0}=0$. So (iii) is proved.
(iv) Suppose the three rows $\mathbf{A}, \mathbf{B}, \mathbf{C}$ are linearly dependent. Then $\operatorname{det}(m)=0$.

Proof. If $\mathbf{B}$ and $\mathbf{C}$ are linearly dependent, then $\mathbf{B} \times \mathbf{C}=\mathbf{0}$, so

$$
\operatorname{det}(m)=\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})=\mathbf{A} \cdot \mathbf{0}=0
$$

If $\mathbf{B}$ and $\mathbf{C}$ are linearly independent, then $\mathbf{A}=c_{1} \boldsymbol{B}+c_{2} C$, and so

$$
\begin{aligned}
\operatorname{det}(m) & =\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})=\left(c_{1} \mathbf{B}+c_{2} \mathbf{C}\right) \cdot \mathbf{B} \times \mathbf{C} \\
& =c_{1} \mathbf{B} \cdot(\mathbf{B} \times \mathbf{C})+c_{2} \mathbf{C} \cdot(\mathbf{B} \times \mathbf{C})=c_{1} 0+c_{2} 0=0
\end{aligned}
$$

so (iv) is proved.
(v) Suppose the three rows A, B, C are linearly independent. Then $\operatorname{det}(m) \neq 0$. Proof. If $\mathbf{X}=\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$ is a vector that $m$ sends into $\mathbf{0}$, then

$$
\left(\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right]\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right)
$$

so $\mathbf{A} \cdot \mathbf{X}=0, \mathbf{B} \cdot \mathbf{X}=0, \mathbf{C} \cdot \mathbf{X}=0$. By Proposition 1, Chapter 3.0, we conclude that $\mathbf{X} \cdot \mathbf{X}=0$ and so $\mathbf{X}=\mathbf{0}$.

So $m$ sends only 0 into 0 . By Proposition 2 of Chapter 3.4, it follows that $m$ has an inverse, and so by Theorem 3.4 of Chapter $3.4, \operatorname{det}(m) \neq 0$.

Putting (iv) and (v) together, we have:
(vi) $\operatorname{det}(m) \neq 0$ if and only if the rows of $m$ are linearly independent.

Exercise 1. Show that (iii) and (ii) are consequences of (iv).
(vii) If a scalar multiple of one row of a matrix is added to another row, the determinant is unchanged.

Proof.

$$
\begin{aligned}
\left|\begin{array}{ccc}
a_{1} & a_{2} & a_{3} \\
b_{1}+t a_{1} & b_{2}+t a_{2} & b_{3}+t a_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right| & =\mathbf{A} \cdot[(\mathbf{B}+t \mathbf{A}) \times \mathbf{C}] \\
& =\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C}+t \mathbf{A} \times \mathbf{C}) \\
& =\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})+t \mathbf{A} \cdot(\mathbf{A} \times \mathbf{C}) \\
& =\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})=\left|\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right| .
\end{aligned}
$$

Similar reasoning gives the result in the other cases.
Exercise 2. Verify (vii) for the case when $t$ times the last row is added to the first row.

## §1. The Transpose of a Matrix

Let $m=\left[\begin{array}{lll}a_{1} & a_{2} & a_{3} \\ b_{1} & b_{2} & b_{3} \\ c_{1} & c_{2} & c_{3}\end{array}\right]$. We call the line through $a_{1}, b_{2}, c_{3}$ the diagonal of $m$. The following pairs of entries lie symmetrically placed with respect to the diagonal:

$$
\left(a_{2}, b_{1}\right), \quad\left(a_{3}, c_{1}\right), \quad\left(b_{3}, c_{2}\right)
$$

Let us interchange the elements in each pair, but leave the elements on the diagonal alone, and write down the matrix this gives:

$$
\left[\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right]
$$

We call this new matrix the transpose of $m$ and denote it by $m^{*}$. Note that the columns of $m^{*}$ are the rows of $m$ and the rows of $m^{*}$ are the columns of $m$.
(viii) $\operatorname{det}\left(m^{*}\right)=\operatorname{det}(m)$.

Proof.

$$
\begin{aligned}
\operatorname{det}\left(m^{*}\right) & =a_{1}\left|\begin{array}{ll}
b_{2} & c_{2} \\
b_{3} & c_{3}
\end{array}\right|-b_{1}\left|\begin{array}{ll}
a_{2} & c_{2} \\
a_{3} & c_{3}
\end{array}\right|+c_{1}\left|\begin{array}{ll}
a_{2} & b_{2} \\
a_{3} & b_{3}
\end{array}\right| \\
& =a_{1} b_{2} c_{3}-a_{1} c_{2} b_{3}-b_{1} a_{2} c_{3}+b_{1} c_{2} a_{3}+c_{1} a_{2} b_{3}-c_{1} a_{3} b_{2} \\
\operatorname{det}(m) & =a_{1}\left|\begin{array}{ll}
b_{2} & b_{3} \\
c_{2} & c_{3}
\end{array}\right|-a_{2}\left|\begin{array}{ll}
b_{1} & b_{3} \\
c_{1} & c_{3}
\end{array}\right|+a_{3}\left|\begin{array}{ll}
b_{1} & b_{2} \\
c_{1} & c_{2}
\end{array}\right| \\
& =a_{1} b_{2} c_{3}-a_{1} b_{3} c_{2}-a_{2} b_{1} c_{3}+a_{2} b_{2} c_{1}+a_{3} b_{1} c_{2}-a_{3} b_{2} c_{1} .
\end{aligned}
$$

Thus $\operatorname{det}(m)=\operatorname{det}\left(m^{*}\right)$, as asserted.
We can use this result to give another characterization of matrices with determinant $\neq 0$.
(ix) $\operatorname{det}(m) \neq 0$ if and only if the columns of $m$ are linearly independent.

Proof. If $\operatorname{det}(m) \neq 0$, then $\operatorname{det}\left(m^{*}\right) \neq 0$ by (viii). Hence, the rows of $m^{*}$ are linearly independent by (vi). But the rows of $m^{*}$ are the columns of $m$, so the columns of $m$ are independent.

Conversely, if the columns of $m$ are independent, then the rows of $m^{*}$ are independent, so $\operatorname{det}\left(m^{*}\right) \neq 0$ and $\operatorname{det}(m) \neq 0$. The statement is proved.

Is the analogue of (vii) true when columns are used instead of rows?
Example 1. Fix a matrix

$$
m=\left(\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right)
$$

let $t$ be a scalar, and set

$$
m_{t}=\left|\begin{array}{lll}
a_{1} & a_{2}+t a_{1} & a_{3} \\
b_{1} & b_{2}+t b_{1} & b_{3} \\
c_{1} & c_{2}+t c_{1} & c_{3}
\end{array}\right|
$$

Then

$$
m_{t}^{*}=\left(\begin{array}{ccc}
a_{1} & b_{1} & c_{1} \\
a_{2}+t a_{1} & b_{2}+t b_{1} & c_{2}+t c_{1} \\
a_{3} & b_{3} & c_{3}
\end{array}\right]
$$

By (viii),

$$
\operatorname{det}\left(m_{t}\right)=\operatorname{det}\left(m_{t}^{*}\right)
$$

By (vii),

$$
\operatorname{det}\left(m_{t}^{*}\right)=\left|\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & b_{3}
\end{array}\right|=\operatorname{det}\left(m^{*}\right)
$$

Using (viii), we again get $\operatorname{det}\left(m^{*}\right)=\operatorname{det}(m)$, so $\operatorname{det}\left(m_{t}\right)=\operatorname{det}(m)$. Thus

$$
\left|\begin{array}{lll}
a_{1} & a_{2}+t a_{1} & a_{3} \\
b_{1} & b_{2}+t b_{1} & b_{2} \\
c_{1} & c_{2}+t c_{1} & c_{3}
\end{array}\right|=\left|\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right|
$$

and so the analogue of (vii) holds in this case.

Exercise 3. Show that

$$
\left|\begin{array}{lll}
a_{1}+t a_{3} & a_{2} & a_{3} \\
b_{1}+t b_{3} & b_{2} & b_{3} \\
c_{1}+t c_{3} & c_{2} & c_{3}
\end{array}\right|=\left|\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right| .
$$

Reasoning as in Example 1 and Exercise 2, we find that:
(x) If a scalar multiple of one column of a matrix is added to another column, the determinant is unchanged.

## §2. Elementary Matrices

Recall the elementary matrices $e_{i j}^{t}$ and $p_{i j}$ we studied in earlier chapters. Let us find their determinants.

Example 2.

$$
\operatorname{det}\left(e_{12}^{t}\right)=\left|\begin{array}{lll}
1 & t & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right|=1\left|\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right|-t\left|\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right|+0=1
$$

(xi) For every $i, j, t, \operatorname{det}\left(e_{i j}^{t}\right)=1$, and for every $1, j, \operatorname{det}\left(p_{i j}\right)=-1$.

Exercise 4. Prove (xi).

Example 3. Let $m=\left[\begin{array}{lll}a_{1} & a_{2} & a_{3} \\ b_{1} & b_{2} & b_{3} \\ c_{1} & c_{2} & c_{3}\end{array}\right]$. Then

$$
e_{12}^{t} m=\left(\begin{array}{ccc}
a_{1}+t b_{1} & a_{2}+t b_{2} & a_{3}+t b_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right)
$$

Hence, by (vii), $\operatorname{det}\left(e_{12}^{t} m\right)=\operatorname{det}(m)$.
Example 4. Let $m$ be as before. Then

$$
m e_{12}^{t}=\left(\begin{array}{lll}
a_{1} & a_{2}+t a_{1} & a_{3} \\
b_{1} & b_{2}+t b_{1} & b_{3} \\
c_{1} & c_{2}+t c_{1} & c_{3}
\end{array}\right)
$$

Hence, by (x), $\operatorname{det}\left(m e_{12}^{t}\right)=\operatorname{det}(m)$.
Example 5. Let $m$ be as before.

$$
p_{13} m=\left(\begin{array}{ccc}
c_{1} & c_{2} & c_{3} \\
b_{1} & b_{2} & b_{3} \\
a_{1} & a_{2} & a_{3}
\end{array}\right)
$$

Then, by (i), $\operatorname{det}\left(p_{13} m\right)=-\operatorname{det} m$. By (xi), $\operatorname{det}\left(p_{13}\right)=-1$. So we have

$$
\operatorname{det}\left(p_{13} m\right)=\left(\operatorname{det}\left(p_{13}\right)\right) \operatorname{det}(m)
$$

Exercise 5. Show that for each matrix $m$,

$$
\operatorname{det}\left(e_{13}^{t} m\right)=\operatorname{det}\left(e_{13}^{t}\right) \operatorname{det}(m)
$$

and

$$
\operatorname{det}\left(m e_{13}^{t}\right)=\operatorname{det}(m) \operatorname{det}\left(e_{13}^{t}\right) .
$$

Exercise 6. Show that for each matrix $m$,

$$
\operatorname{det}\left(p_{12} m\right)=\operatorname{det}\left(p_{12}\right) \operatorname{det}(m)
$$

Reasoning as in the preceding examples and exercises, we find:
(xii) For every $i, j, t$ and every matrix $m$,

$$
\operatorname{det}\left(e_{i j}^{t} m\right)=\operatorname{det}\left(e_{i j}^{t}\right) \operatorname{det}(m)
$$

and

$$
\operatorname{det}\left(m e_{i j}^{t}\right)=\operatorname{det}(m) \operatorname{det}\left(e_{i j}^{t}\right)
$$

Also:
(xiii) For every $i, j$,

$$
\operatorname{det}\left(p_{i j} m\right)=\operatorname{det}\left(m p_{i j}\right)=(\operatorname{det} m)\left(\operatorname{det} p_{i j}\right)
$$

Let $d=\left(\begin{array}{ccc}t_{1} & 0 & 0 \\ 0 & t_{2} & 0 \\ 0 & 0 & t_{3}\end{array}\right)$ and $m=\left(\begin{array}{lll}a_{1} & a_{2} & a_{3} \\ b_{1} & b_{2} & b_{3} \\ c_{1} & c_{2} & c_{3}\end{array}\right)$. Then

$$
d m=\left(\begin{array}{lll}
t_{1} a_{1} & t_{1} a_{2} & t_{1} a_{3} \\
t_{2} b_{2} & t_{2} b_{2} & t_{2} b_{3} \\
t_{3} c_{1} & t_{3} c_{2} & t_{3} c_{3}
\end{array}\right)
$$

If $\mathbf{A}, \mathbf{B}, \mathbf{C}$ are the rows of $m$, then $t_{1} \mathbf{A}, t_{2} \mathbf{B}, t_{3} \mathbf{C}$ are the rows of $d m$. Hence

$$
\begin{aligned}
\operatorname{det}(d m) & =t_{1} \mathbf{A} \cdot\left(t_{2} \mathbf{B} \times t_{3} \mathbf{C}\right) \\
& =t_{1} t_{2} t_{3} \mathbf{A} \cdot \mathbf{B} \times \mathbf{C}=t_{1} t_{2} t_{3} \operatorname{det}(m)
\end{aligned}
$$

Also, $\operatorname{det}(d)=t_{1} t_{2} t_{3}$. Thus we have proved:
(xiv) If $d$ is a diagonal matrix and $m$ is any matrix, then $\operatorname{det}(d m)=\operatorname{det}(d)$ $\operatorname{det}(m)$. Similarly, we get $\operatorname{det}(m d)=\operatorname{det}(m) \operatorname{det}(d)$.

In Theorem 2.7 of Chapter 2.5, we showed that if $a, b$ are two $2 \times 2$ matrices, then $\operatorname{det}(a b)=(\operatorname{det} a)(\operatorname{det} b)$. We now procecd to prove the corresponding relation for $3 \times 3$ matrices.

Theorem 3.6. Let $a, b$ be two $3 \times 3$ matrices. Then $\operatorname{det}(a b)=(\operatorname{det} a)(\operatorname{det} b)$.
(Note: Theorems 3.5 and 3.6 appear below.)
In the $2 \times 2$ case, we proved the corresponding result by direct computation. Although it would be possible to do the same with $3 \times 3$ case, we prefer to give a proof based on the properties of elementary matrices.
Proof. By Theorem 3.3 of Chapter 3.4, there exists a diagonal matrix $d$ and elementary matrices $e_{i}, f_{j}$ such that

$$
a=e_{1} \ldots e_{k} d f_{1} \ldots f_{l}
$$

Using relations (xii), (xiii), and (xiv), we see that

$$
\operatorname{det} a=\left(\operatorname{det} e_{1}\right) \ldots\left(\operatorname{det} e_{k}\right)(\operatorname{det} d)\left(\operatorname{det} f_{1}\right) \ldots\left(\operatorname{det} f_{l}\right) .
$$

Similarly, there exists a diagonal matrix $d^{\prime}$ and elementary matrices $g_{i}, h_{j}$ so that

$$
b=g_{1} \ldots g_{r} d^{\prime} h_{1} \ldots h_{s}
$$

and

$$
\operatorname{det} b=\left(\operatorname{det} g_{1}\right) \ldots\left(\operatorname{det} g_{r}\right)\left(\operatorname{det} d^{\prime}\right)\left(\operatorname{det} h_{1}\right) \ldots\left(\operatorname{det} h_{s}\right) .
$$

Hence

$$
a b=e_{1} \ldots e_{k} d f_{1} \ldots f_{l} g_{1} \ldots g_{r} d^{\prime} h_{1} \ldots h_{s}
$$

and

$$
\operatorname{det}(a b)=\left(\operatorname{det}\left(e_{1}\right)\right) \ldots\left(\operatorname{det} e_{k}\right)(\operatorname{det} d)\left(\operatorname{det} f_{1}\right) \ldots\left(\operatorname{det} h_{s}\right) .
$$

So

$$
\operatorname{det}(a b)=\operatorname{det}(a) \operatorname{det}(b)
$$

Note: Even though, in general, $a b \neq b a$, we now see that $\operatorname{det}(a b)$ $=\operatorname{det}(b a)$, because both are equal to $(\operatorname{det} a)(\operatorname{det} b)=(\operatorname{det} b)(\operatorname{det} a)$.

## §3. Geometric Meaning of $3 \times 3$ Determinants

Next we proceed to extend to determinants of $3 \times 3$ matrices the results we found in Chapter 2.5 concerning the relations between determinants and orientation and between determinants and area.

Consider a triplet of vectors $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}$ regarded as an ordered triplet with $\mathbf{X}_{1}$ first, $\mathbf{X}_{2}$ second, and $\mathbf{X}_{3}$ third. Suppose $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ are linearly independent. Then $\mathbf{X}_{1} \times \mathbf{X}_{2}$ is perpendicular to the plane of $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$, and it is so chosen that the rotation about $\mathbf{X}_{1} \times \mathbf{X}_{2}$ which sends $\mathbf{X}_{1}$ to $\mathbf{X}_{2}$ is through a positive angle $\alpha$. The upper half-space determined by the ordered pair $\mathbf{X}_{1}, \mathbf{X}_{2}$ is the set of all vectors $\mathbf{X}$ such that $\left(\mathbf{X}_{1} \times \mathbf{X}_{2}\right) \cdot \mathbf{X}>0$.

The triplet $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}$ is said to be positively oriented if $\mathbf{X}_{3}$ lies in the upper half-space determined by the ordered pair $\mathbf{X}_{1}, \mathbf{X}_{2}$ i.e., if $\left(\mathbf{X}_{1} \times \mathbf{X}_{2}\right)$. $\mathbf{X}_{3}>0$. If $\left(\mathbf{X}_{1} \times \mathbf{X}_{2}\right) \cdot \mathbf{X}_{3}<0$, the triplet is said to be negatively oriented.

Example 6.
(a) The triplet $\mathbf{E}_{1}, \mathbf{E}_{2}, \mathbf{E}_{3}$ is positively oriented since $\left(\mathbf{E}_{1} \times \mathbf{E}_{2}\right) \cdot \mathbf{E}_{3}=\mathbf{E}_{3} \cdot \mathbf{E}_{3}$ $=1>0$.
(b) The triplet $\mathbf{E}_{1}, \mathbf{E}_{2},-\mathbf{E}_{3}$ is negatively oriented, since $\left(\mathbf{E}_{1} \times \mathbf{E}_{2}\right) \cdot\left(-\mathbf{E}_{3}\right)$ $=-1$.
(c) The triplet $\mathbf{E}_{2}, \mathbf{E}_{1}, \mathbf{E}_{3}$ is negatively oriented, since $\left(\mathbf{E}_{2} \times \mathbf{E}_{1}\right) \cdot \mathbf{E}_{3}=$ $\left(-\mathbf{E}_{3}\right) \cdot \mathbf{E}_{3}=-1$ (see Fig. 3.12).

Let

$$
\mathbf{X}_{1}=\left(\begin{array}{l}
x_{11} \\
x_{21} \\
x_{31}
\end{array}\right), \quad \mathbf{X}_{2}=\left(\begin{array}{l}
x_{12} \\
x_{22} \\
x_{32}
\end{array}\right), \quad \mathbf{X}_{3}=\left(\begin{array}{l}
x_{13} \\
x_{23} \\
x_{33}
\end{array}\right)
$$
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be an oriented triplet of vectors. Then

$$
\left(\mathbf{X}_{1} \times \mathbf{X}_{2}\right) \cdot \mathbf{X}_{3}=\left|\begin{array}{lll}
x_{11} & x_{21} & x_{31} \\
x_{12} & x_{22} & x_{32} \\
x_{13} & x_{23} & x_{33}
\end{array}\right|
$$

By (viii), the right-hand term equals

$$
\left|\begin{array}{lll}
x_{11} & x_{12} & x_{13} \\
x_{21} & x_{22} & x_{23} \\
x_{31} & x_{32} & x_{33}
\end{array}\right|
$$

which is the determinant of the matrix whose columns are the vectors $\mathbf{X}_{1}$, $\mathbf{X}_{2}, \mathbf{X}_{3}$. Let us denote this matrix by $\left(\mathbf{X}_{1}\left|\mathbf{X}_{2}\right| \mathbf{X}_{3}\right)$. Thus

$$
\left(\mathbf{X}_{1} \times \mathbf{X}_{2}\right) \cdot \mathbf{X}_{3}=\operatorname{det}\left(\mathbf{X}_{1}\left|\mathbf{X}_{2}\right| \mathbf{X}_{3}\right)
$$

and so we obtain:
Proposition 1. The triplet $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}$ is positively oriented if and only if $\operatorname{det}\left(\mathbf{X}_{1}\left|\mathbf{X}_{2}\right| \mathbf{X}_{3}\right)>0$.

Next let $A$ be a linear transformation which has an inverse. We say that A preserves orientation if whenever $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}$ is a positively oriented triplet, then the triplet $A\left(\mathbf{X}_{1}\right), A\left(\mathbf{X}_{2}\right), A\left(\mathbf{X}_{3}\right)$ of image vectors is also positively oriented.

In Chapter 2.5, Theorem 2.5, we showed that a linear transformation of $\mathbb{R}^{2}$ preserves orientation if and only if the determinant of its matrix $>0$. Is the analogous result true for $\mathbb{R}^{3}$ ?
Let $A$ be a linear transformation of $\mathbb{R}^{3}$ with $m(A)=\left(\begin{array}{lll}a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33}\end{array}\right]$.
Suppose $A$ has an inverse and preserves orientation. Since the triplet $\mathbf{E}_{1}, \mathbf{E}_{2}$, $\mathbf{E}_{3}$ is positively oriented, it follows that the triplet $A\left(\mathbf{E}_{1}\right), A\left(\mathbf{E}_{2}\right), A\left(\mathbf{E}_{3}\right)$ is
positively oriented. Hence, by Theorem 3.5, the determinant of the matrix $\left(A\left(\mathbf{E}_{1}\right)\left|A\left(\mathbf{E}_{2}\right)\right| A\left(\mathbf{E}_{3}\right)\right)$ is $>0$. But $A\left(\mathbf{E}_{1}\right)=\left(\begin{array}{l}a_{11} \\ a_{21} \\ a_{31}\end{array}\right)$, etc. So $\left(A\left(\mathbf{E}_{1}\right) \mid A\left(\mathbf{E}_{2}\right)\right.$ $\left.\mid A\left(\mathbf{E}_{3}\right)\right)=m(A)$, and so $\operatorname{det}(m(A))>0$. Conversely, let $A$ be a linear transformation and suppose $\operatorname{det}(m(A))>0$. Let $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}$ be a positively oriented triplet of vectors with $\mathbf{X}_{1}=\left[\begin{array}{l}x_{11} \\ x_{21} \\ x_{31}\end{array}\right]$, with $\mathbf{X}_{2}$ and $\mathbf{X}_{3}$ expressed similarly. Then $A\left(\mathbf{X}_{1}\right)=\left[\begin{array}{l}a_{11} x_{11}+a_{12} x_{21}+a_{13} x_{31} \\ a_{21} x_{11}+a_{22} x_{21}+a_{23} x_{31} \\ a_{31} x_{11}+a_{32} x_{21}+a_{33} x_{31}\end{array}\right]$, and we have similar expressions for $A\left(\mathbf{X}_{2}\right), A\left(\mathbf{X}_{3}\right)$.

The matrix

$$
\begin{aligned}
& \left(A\left(\mathbf{X}_{1}\right)\left|A\left(\mathbf{X}_{2}\right)\right| A\left(\mathbf{X}_{3}\right)\right) \\
& =\left(\begin{array}{lll}
a_{11} x_{11}+a_{12} x_{21}+a_{13} x_{31} & a_{11} x_{12}+a_{12} x_{22}+a_{13} x_{32} & a_{11} x_{13}+a_{12} x_{23}+a_{13} x_{33} \\
a_{21} x_{11}+a_{22} x_{21}+a_{23} x_{31} & a_{21} x_{12}+a_{22} x_{22}+a_{23} x_{32} & a_{21} x_{13}+a_{22} x_{23}+a_{23} x_{33} \\
a_{31} x_{11}+a_{32} x_{21}+a_{33} x_{31} & a_{31} x_{12}+a_{32} x_{22}+a_{33} x_{32} & a_{31} x_{13}+a_{32} x_{23}+a_{33} x_{33}
\end{array}\right] \\
& =\left(\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]\left[\begin{array}{lll}
x_{11} & x_{12} & x_{13} \\
x_{21} & x_{22} & x_{23} \\
x_{31} & x_{32} & x_{33}
\end{array}\right] .
\end{aligned}
$$

Then, by Theorem 3.7,

$$
\operatorname{det}\left(A\left(\mathbf{X}_{1}\right)\left|A\left(\mathbf{X}_{2}\right)\right| A\left(\mathbf{X}_{3}\right)\right)=\left|\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right|\left|\begin{array}{lll}
x_{11} & x_{12} & x_{13} \\
x_{21} & x_{22} & x_{23} \\
x_{31} & x_{32} & x_{33}
\end{array}\right|
$$

Since the triplet $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}$ is positively oriented, the second determinant on the right-hand side is $>0$, and since by hypothesis $\operatorname{det}(m(A))>0$, the first determinant on the right-hand side is also $>0$. Hence $A\left(\mathbf{X}_{1}\right), A\left(\mathbf{X}_{2}\right), A\left(\mathbf{X}_{3}\right)$ is a positively oriented triplet. Thus $A$ preserves orientation. We have proved:

Theorem 3.7. A linear transformation $A$ on $\mathbb{R}^{3}$ preserves orientation if and only if $\operatorname{det}(m(A))>0$.

We now proceed to describe the relation between $3 \times 3$ determinants and volume. Let

$$
\mathbf{X}_{1}=\left(\begin{array}{l}
x_{11} \\
x_{21} \\
x_{31}
\end{array}\right), \quad \mathbf{X}_{2}=\left(\begin{array}{l}
x_{12} \\
x_{22} \\
x_{32}
\end{array}\right), \quad \mathbf{X}_{3}=\left(\begin{array}{l}
x_{13} \\
x_{23} \\
x_{33}
\end{array}\right)
$$

be a positively oriented triplet of vectors. Denote by $\Pi$ the parallelepiped
with edges along these vectors, i.e., $\Pi$ consists of all vectors

$$
\mathbf{X}=t_{1} \mathbf{X}_{1}+t_{2} \mathbf{X}_{2}+t_{3} \mathbf{X}_{3}
$$

where $t_{1}, t_{2}, t_{3}$ are scalars between 0 and 1 . By (ix) of Chapter 3.0,

$$
\text { volume }(\Pi)=\mathbf{X}_{3} \cdot\left(\mathbf{X}_{1} \times \mathbf{X}_{2}\right)=\left|\begin{array}{lll}
x_{13} & x_{23} & x_{33} \\
x_{11} & x_{21} & x_{31} \\
x_{12} & x_{22} & x_{32}
\end{array}\right|=\left|\begin{array}{lll}
x_{11} & x_{21} & x_{31} \\
x_{12} & x_{22} & x_{32} \\
x_{13} & x_{23} & x_{33}
\end{array}\right|
$$

By (viii), the right-hand side equals

$$
\left|\begin{array}{lll}
x_{11} & x_{12} & x_{13} \\
x_{21} & x_{22} & x_{23} \\
x_{31} & x_{32} & x_{33}
\end{array}\right|=\operatorname{det}\left(\mathbf{X}_{1}\left|\mathbf{X}_{2}\right| \mathbf{X}_{3}\right) .
$$

So

$$
\begin{equation*}
\text { volume }(\Pi)=\operatorname{det}\left(\mathbf{X}_{1}\left|\mathbf{X}_{2}\right| \mathbf{X}_{3}\right) \tag{1}
\end{equation*}
$$

Now let $T$ be a linear transformation having an inverse. Denote by $T(\Pi)$ the image of $\Pi$ under $T . T(\Pi)$ is the parallelepiped determined by the vectors $T\left(\mathbf{X}_{1}\right), T\left(\mathbf{X}_{2}\right), T\left(\mathbf{X}_{3}\right)$. Hence, by formula (1) (see Fig. 3.13), we have

$$
\begin{equation*}
\text { volume }(T(\Pi))=\operatorname{det}\left(T\left(\mathbf{X}_{1}\right), T\left(\mathbf{X}_{2}\right), T\left(\mathbf{X}_{3}\right)\right) \tag{2}
\end{equation*}
$$
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On the other hand, the calculation that led us to Theorem 3.5 gives

$$
\begin{aligned}
\operatorname{det}\left(T\left(\mathbf{X}_{1}\right)\left|T\left(\mathbf{X}_{2}\right)\right| T\left(\mathbf{X}_{3}\right)\right) & =(\operatorname{det}(m(T))) \operatorname{det}\left(\mathbf{X}_{1}\left|\mathbf{X}_{2}\right| \mathbf{X}_{3}\right) \\
& =\operatorname{det}(m(T)) \cdot \operatorname{volume}(\Pi)
\end{aligned}
$$

By (2), this gives

$$
\begin{equation*}
\text { volume }(T(\Pi))=(\operatorname{det}(m(T)))(\operatorname{volume}(\Pi)) \tag{3}
\end{equation*}
$$

We have thus found the following counterpart to Theorem 2.6 of Chapter 2.5.

Theorem 3.8. Let $T$ be an orientation-preserving linear transformation of $\mathbb{R}^{3}$. If $\Pi$ is any parallelepiped, then

$$
\begin{equation*}
\text { volume }(T(\Pi))=(\operatorname{det}(m(T)))(\operatorname{volume}(\Pi)) \tag{4}
\end{equation*}
$$

Note: If $T$ reverses orientation, the same argument yields formula (4) with a minus sign on the right-hand side, so for every invertible transformation $T$, we have

$$
\begin{equation*}
\text { volume }(T(\Pi))=|\operatorname{det}(m(T))| \text { volume }(\Pi) \tag{5}
\end{equation*}
$$

If $T$ has no inverse, $T(\Pi)$ degenerates into a figure lying in a plane, so the left-hand side is 0 while the right-hand side is 0 , $\operatorname{since} \operatorname{det}(m(T))=0$ in this case. Thus, formula (5) is valid for every linear transformation of $\mathbb{R}^{3}$.

## CHAPTER 3.6

## Eigenvalues

Example 1. Let $\pi$ be a plane through the origin and let $S$ be the transformation which reflects each vector through $\pi$. If $\mathbf{Y}$ is a vector on $\pi$, then $S(\mathbf{Y})=\mathbf{Y}$, and if $\mathbf{U}$ is a vector perpendicular to $\pi$, then $S(\mathbf{U})=-\mathbf{U}$. Thus for $t=1$ and $t=-1$, there exist nonzero vectors $\mathbf{X}$ satisfying $S(\mathbf{X})$ $=t \mathbf{X}$. If $\mathbf{X}$ is any vector which is neither on $\pi$ nor perpendicular to $\pi$, then $S(\mathbf{X})$ is not a multiple of $\mathbf{X}$.

Let $T$ be a linear transformation of $\mathbb{R}^{3}$ and let $t$ be a real number. We say that $t$ is an eigenvalue of $T$ if there is some nonzero vector $\mathbf{X}$ such that

$$
T(\mathbf{X})=t \mathbf{X} \quad \text { and } \quad \mathbf{X} \neq \mathbf{0} .
$$

If $t$ is an eigenvalue of $T$, then we call a vector $\mathbf{Y}$ an eigenvector of $T$ corresponding to $t$ if $T(\mathbf{Y})=t \mathbf{Y}$.
For example, the eigenvalues of $S$ are 1 and -1 . The eigenvectors of $S$ corresponding to 1 are all the vectors in $\pi$ and the eigenvectors of $S$ corresponding to -1 are all the vectors perpendicular to $\pi$.

Example 2. Fix $\lambda$ in $\mathbb{R}$. Let $D_{\lambda}$ be stretching by $\lambda$. Then for every vector $\mathbf{X}$, $D_{\lambda}(\mathbf{X})=\lambda \mathbf{X}$. Hence $\lambda$ is an eigenvalue of $D_{\lambda}$. Every vector $\mathbf{X}$ in $\mathbb{R}^{3}$ is an eigenvector of $D_{\lambda}$ corresponding to the eigenvalue $\lambda$.

Example 3. Let $D$ be the linear transformation with the diagonal matrix

$$
\left[\begin{array}{ccc}
\lambda_{1} & 0 & 0 \\
0 & \lambda_{2} & 0 \\
0 & 0 & \lambda_{3}
\end{array}\right] .
$$

If $\mathbf{X}=\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$, then $D(\mathbf{X})=\left(\begin{array}{ccc}\lambda_{1} & 0 & 0 \\ 0 & \lambda_{2} & 0 \\ 0 & 0 & \lambda_{3}\end{array}\right)\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)=\left[\begin{array}{l}\lambda_{1} x_{1} \\ \lambda_{2} x_{2} \\ \lambda_{3} x_{3}\end{array}\right]$. It follows that setting $\mathbf{E}_{1}=\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right), \mathbf{E}_{2}=\left(\begin{array}{l}0 \\ 1 \\ 0\end{array}\right), \mathbf{E}_{3}=\left(\begin{array}{l}0 \\ 0 \\ 1\end{array}\right)$, we have

$$
D\left(\mathbf{E}_{1}\right)=\lambda_{1} \mathbf{E}_{1}, \quad D\left(\mathbf{E}_{2}\right)=\lambda_{2} \mathbf{E}_{2}, \quad D\left(\mathbf{E}_{3}\right)=\lambda_{3} \mathbf{E}_{3}
$$

Thus $\lambda_{1}, \lambda_{2}, \lambda_{3}$ are eigenvalues of $D$ and $\mathbf{E}_{1}, \mathbf{E}_{2}, \mathbf{E}_{3}$ are eigenvectors. Does $D$ have any other eigenvalues? Suppose $D(\mathbf{X})=t \mathbf{X}$, where $\mathbf{X}=\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right], \mathbf{X} \neq 0$, and $t$ is in $\mathbb{R}$. Then $\left(\begin{array}{l}t x_{1} \\ t x_{2} \\ t x_{3}\end{array}\right)=\left[\begin{array}{l}\lambda_{1} x_{1} \\ \lambda_{2} x_{2} \\ \lambda_{3} x_{3}\end{array}\right)$, so $t x_{i}=\lambda_{i} x_{i}$ for $i=1,2,3$. Since $x_{i} \neq 0$ for some $i, t=\lambda_{i}$. Therefore, $\lambda_{1}, \lambda_{2}, \lambda_{3}$ are all the eigenvalues of $D$.

Exercise 1. With $D$ as in Example 3, find all the eigenvectors of $D$.
Exercise 2. Let $T$ be a linear transformation of $\mathbb{R}^{3}$ satisfying $T^{2}=I$. Let $t$ be an eigenvalue of $T$ and $\mathbf{X}$ an eigenvector corresponding to $t$ with $\mathbf{X} \neq \mathbf{0}$.
(a) Show that $T^{2}(\mathbf{X})=t^{2} \mathbf{X}$.
(b) Show that $t=1$ or $t=-1$.
(c) Apply what you have found to the reflection $S$ in Example 1.

Exercise 3. Let $T$ be a linear transformation of $\mathbb{R}^{3}$ such that $T^{2}=0$.
(a) Show that 0 is an eigenvalue of $T$.
(b) Show that 0 is the only eigenvalue of $T$.

Exercise 4. Let $T$ be the linear transformation with matrix

$$
m(T)=\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

(a) Show that $T^{2}=0$.
(b) Apply Exercise 3 to determine the eigenvalues of $T$.
(c) Find all eigenvectors of $T$.

## §1. Characteristic Equation

Given a transformation $T$ with matrix $\left[\begin{array}{lll}a_{1} & a_{2} & a_{3} \\ b_{1} & b_{2} & b_{3} \\ c_{1} & c_{2} & c_{3}\end{array}\right]$, how can we determine the eigenvalues of $T$ ? We proceed as we did for the corresponding problem in two dimensions.

Assume $t$ is an eigenvalue of $T$ and $\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$ is a corresponding eigenvector with $\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right] \neq\left[\begin{array}{l}0 \\ 0 \\ 0\end{array}\right]$. Then $T\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]=t\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$, so

$$
\left(\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=t\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]
$$

or

$$
\left\{\begin{array}{l}
a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3}=t x_{1}  \tag{1}\\
b_{1} x_{1}+b_{2} x_{2}+b_{3} x_{3}=t x_{2} \\
c_{1} x_{1}+c_{2} x_{2}+c_{3} x_{3}=t x_{3}
\end{array}\right.
$$

Transposing the right-hand terms, we get

$$
\left\{\begin{array}{l}
\left(a_{1}-t\right) x_{1}+a_{2} x_{2}+a_{3} x_{3}=0  \tag{2}\\
b_{1} x_{1}+\left(b_{2}-t\right) x_{2}+b_{3} x_{3}=0 \\
c_{1} x_{1}+c_{2} x_{2}+\left(c_{3}-t\right) x_{3}=0
\end{array}\right.
$$

Thus $x_{1}, x_{2}, x_{3}$ is a nonzero solution of the homogeneous system (2). By Proposition 8 and Theorem 3.4 of Chapter 3.4, it follows that the determinant

$$
\left|\begin{array}{ccc}
a_{1}-t & a_{2} & a_{3}  \tag{3}\\
b_{1} & b_{2}-t & b_{3} \\
c_{1} & c_{2} & c_{3}-t
\end{array}\right|=0
$$

If the left-hand side is expanded, this equation has the form

$$
\begin{equation*}
-t^{3}+u_{1} t^{2}+u_{2} t+u_{3}=0 \tag{4}
\end{equation*}
$$

where $u_{1}, u_{2}, u_{3}$ are certain constants.
Equation (3) is called the characteristic equation for the transformation $T$.
We just saw that if $t$ is an eigenvalue of $T$, then $t$ is a root of the characteristic equation of $T$. Conversely, if $t$ is a root of the characteristic equation, then (3) holds. Hence, by Proposition 8 of Chapter 3.4, the system (2) has a nonzero solution $x_{1}, x_{2}, x_{3}$, and so (1) also has this solution. Therefore,

$$
T\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=t\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right] .
$$

Hence $t$ is an eigenvalue of $T$. We have proved:
Theorem 3.8. $A$ real number $t$ is an eigenvalue of the transformation $T$ of $\mathbb{R}^{3}$ if and only if $t$ is a root of the characteristic equation (3).

Theorem 3.8 appears later.
Example 4. Let $T$ have matrix

$$
\left(\begin{array}{ccc}
1 & 0 & 0 \\
-5 & 2 & 0 \\
2 & 3 & 7
\end{array}\right)
$$

The characteristic equation of $T$ is

$$
\left|\begin{array}{ccc}
1-t & 0 & 0 \\
-5 & 2-t & 0 \\
2 & 3 & 7-t
\end{array}\right|=0
$$

or

$$
(1-t)\left|\begin{array}{cc}
2-t & 0 \\
3 & 7-t
\end{array}\right|=(1-t)(2-t)(7-t)=0
$$

The roots of this equation are 1,2 , and 7 , and so these are the eigenvalues of $T$. Let us calculate the eigenvectors corresponding to the eigenvalue 2 . If $\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$ is such a vector, then

$$
\left[\begin{array}{ccc}
1 & 0 & 0 \\
-5 & 2 & 0 \\
2 & 3 & 7
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=2\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{l}
2 x_{1} \\
2 x_{2} \\
2 x_{3}
\end{array}\right] .
$$

Then

$$
\begin{aligned}
x_{1} & =2 x_{1}, \\
-5 x_{1}+2 x_{2} & =2 x_{2}, \\
2 x_{1}+3 x_{2}+7 x_{3} & =2 x_{3} .
\end{aligned}
$$

The first equation gives $x_{1}=0$. The second equation puts no restriction on $x_{2}$. The third equation yields

$$
5 x_{3}=-3 x_{2} \quad \text { or } \quad x_{3}=-\frac{3}{5} x_{2}
$$

Thus an eigenvector of $T$ corresponding to the eigenvalue 2 must have the form $\left[\begin{array}{c}0 \\ x_{2} \\ -\frac{3}{5} x_{2}\end{array}\right]=\left[\begin{array}{c}0 \\ 5 y \\ -3 y\end{array}\right]$, if we set $y=\frac{1}{5} x_{2}$. Is every vector of this form an eigenvector?

$$
\left[\begin{array}{ccc}
1 & 0 & 0 \\
-5 & 2 & 0 \\
2 & 3 & 7
\end{array}\right]\left[\begin{array}{c}
0 \\
5 y \\
-3 y
\end{array}\right]=\left[\begin{array}{c}
0 \\
10 y \\
15 y-21 y
\end{array}\right]=\left[\begin{array}{c}
0 \\
10 y \\
-6 y
\end{array}\right]=2\left[\begin{array}{c}
0 \\
5 y \\
-3 y
\end{array}\right]
$$

Thus the answer is yes and we have: a vector is an eigenvector of $T$ with
eigenvalue 2 if and only if it has the form $\left[\begin{array}{c}0 \\ 5 y \\ -3 y\end{array}\right]$. Note that the vectors of this form fill up the line $\left\{\left.y\left(\begin{array}{c}0 \\ 5 \\ -3\end{array}\right) \right\rvert\, y\right.$ in $\left.\mathbb{R}\right\}$, which passes through the origin.

Exercise 5. Find all eigenvectors corresponding to the eigenvalue 1 for the transformation $T$ of Example 4. Show that these vectors fill up a line through the origin.

Example 5. Fix $\theta$ with $0 \leqslant \theta<2 \pi$. $R_{\theta}^{3}$ is the transformation of $\mathbb{R}^{3}$ which rotates each vector by $\theta$ degrees around the positive $x_{3}$-axis. Find all eigenvalues of $R_{\theta}^{3}$. We have

$$
m\left(R_{\theta}^{3}\right)=\left[\begin{array}{ccc}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right],
$$

so the characteristic equation is

$$
\begin{aligned}
\left|\begin{array}{ccc}
\cos \theta-t & -\sin \theta & 0 \\
\sin \theta & \cos \theta-t & 0 \\
0 & 0 & 1-t
\end{array}\right| & =-\left|\begin{array}{ccc}
0 & 0 & 1-t \\
\sin \theta & \cos \theta-t & 0 \\
\cos \theta-t & -\sin \theta & 0
\end{array}\right| \\
& =-(1-t)\left[-(\sin \theta)^{2}-(\cos \theta-t)^{2}\right] \\
& =0 .
\end{aligned}
$$

If $t$ is a real root, then either $1-t=0$ or $(\sin \theta)^{2}+(\cos \theta-t)^{2}=0$. The second equation implies that $\sin \theta=0$ and $\cos \theta=t$.

Case 1: $\theta \neq 0, \pi$. In this case, $t=1$ is the only root of the characteristic equation, and so 1 is the only eigenvalue. If $\mathbf{X}$ lies on the $x_{3}$-axis, evidently $T(\mathbf{X})=\mathbf{X}=1 \cdot \mathbf{X}$, so the $x_{3}$-axis consists of eigenvectors with eigenvalue 1 . There are no other eigenvectors.
Case 2: $\theta=0$. In this case, $R_{\theta}^{3}=I$, so 1 is the only eigenvalue and every vector in $\mathbb{R}^{3}$ is an eigenvector corresponding to this eigenvalue.
Case 3: $\theta=\pi$. The characteristic equation of $R_{\pi}^{3}$ is

$$
(1-t)(-1-t)^{2}=0
$$

with roots $t=1$ and $t=-1$, so the eigenvalues of $R_{\pi}^{3}$ are 1 and -1 .
Exercise 6. Find the eigenvectors of $R_{\pi}$ which correspond to the eigenvalue -1 . Describe, in geometrical terms, how $R_{\pi}^{3} \mathbf{X}$ is obtained from $\mathbf{X}$ if $\mathbf{X}$ is any vector. Then explain, geometrically, why 1 and -1 occur as eigenvalues of $R_{\pi}^{3}$.

Now let $A$ be a given linear transformation and let

$$
-t^{3}+a t^{2}+b t+c=0
$$

be the characteristic equation of $A$.

Define $f(t)=-t^{3}+a t^{2}+b t+c$. Then $f$ is a function defined for all real $t$. The equation $f(t)=0$ must have at least one real root $t_{0}$. To see this, note that $f(t)<0$ when $t$ is a large positive number, while $f(t)>0$ when $t$ is a negative number with large absolute value. Therefore, at some point $t_{0}$, the graph of $f$ must cross the $t$-axis. Dividing $f(t)$ by $t-t_{0}$, we get a quadratic polynomial $-t^{2}+d t+e$, where $d$ and $e$ are certain constants. Thus

$$
f(t)=\left(t-t_{0}\right)\left(-t^{2}+d t+e\right)
$$

The polynomial $g(t)=-t^{2}+d t+e$ may be factored

$$
g(t)=-\left(t-t_{1}\right)\left(t-t_{2}\right)
$$

where $t_{1}, t_{2}$ are the roots of $g$, which may be real or conjugate complex numbers. We can distinguish three possibilities.
(i) $t_{1}, t_{2}$ are complex numbers, $t_{1}=u+i v, t_{2}=u-i v$, with $v \neq 0$. Then $f(t)=0$ has exactly one real root, namely, $t_{0}$. In this case, the graph of $f$ appears as in Fig. 3.14.

Example 6. For $A=R_{\theta}^{3}$, we found in Example 5,

$$
f(t)=(t-1)\left[-(\sin \theta)^{2}-(\cos \theta-t)^{2}\right]
$$

Here $g(t)=\left[-(\sin \theta)^{2}-(\cos \theta-t)^{2}\right]=-t^{2}+2(\cos \theta) t-1$. If $\theta \neq 0$ or $\pi$, then $g$ has no real roots, so possibility (i) occurs.
(ii) $t_{1}$ and $t_{2}$ are real and $t_{1}=t_{2}$. If $t_{0}=t_{1}=t_{2}$, then $f(t)=0$ has a triple root at $t_{0}$. The graph of $f$ now appears as in Fig. 3.15. If $t_{0} \neq t_{1}$, then $f$ has one simple real root, $t_{0}$, and one double real root, $t_{1}=t_{2}$. The graph of $f$ appears as in Fig. 3.16.
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Example 7. For $A=R_{\pi}^{3}$, we found

$$
f(t)=(1-t)(-1-t)^{2}
$$

so $t_{0}=1, t_{1}=t_{2}=-1$, and possibility (ii) occurs.
For $A=D_{\lambda}$, we have

$$
f(t)=\left|\begin{array}{ccc}
\lambda-t & 0 & 0 \\
0 & \lambda-t & 0 \\
0 & 0 & \lambda-t
\end{array}\right|=(\lambda-t)^{3},
$$

so $t_{0}=t_{1}=t_{2}=\lambda$.
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(iii) $t_{1}$ and $t_{2}$ are real and $t_{1} \neq t_{2}$. If $t_{1}=t_{0}$ or $t_{2}=t_{0}$, the situation is as in case (ii). If $t_{1} \neq t_{0}$ and $t_{2} \neq t_{0}$, then the equation $f(t)=0$ has the three distinct real roots $t_{0}, t_{1}$, and $t_{2}$. The graph of $f$ now appears as in Fig. 3.17.

Example 8. The transformation $T$ of Example 4 had 1, 2, and 7 as the roots of its characteristic equation and, so, illustrated case (iii).

Let us summarize what we have found. Using Theorem 3.9 we can conclude:

Proposition 1. If $A$ is a linear transformation of $\mathbb{R}^{3}$, then $A$ always has at least one eigenvalue and may have one, two, or three distinct eigenvalues.

Exercise 7. Find all eigenvalues and eigenvectors of the transformation whose matrix is $\left(\begin{array}{lll}0 & 0 & 2 \\ 0 & 1 & 0 \\ 1 & 0 & 0\end{array}\right)$.

Exercise 8. Let $T$ be the transformation with matrix $\left(\begin{array}{lll}c & 0 & b \\ 0 & c & 0 \\ 0 & 0 & c\end{array}\right)$.
(i) Find the characteristic equation of $T$.
(ii) Show that $c$ is the only eigenvalue of $T$.
(iii) Show the eigenvectors of $T$ corresponding to this eigenvalue fill up a plane through 0 , and give an equation of this plane.

## Exercise 9.

(i) Find the characteristic equation for the transformation with matrix $\left(\begin{array}{ccc}0 & 1 & 0 \\ 0 & 0 & 1 \\ a_{1} & a_{2} & a_{3}\end{array}\right)$.
(ii) Show that given any three numbers $a, b, c$, there is some linear transformation of $\mathbb{R}^{3}$ whose characteristic equation is $-t^{3}+a t^{2}+b t+c=0$.

Let $A$ be a linear transformation of $\mathbb{R}^{3}$ and let $t$ be an eigenvalue of $A$. By the eigenspace $E_{t}$ we mean the collection of all eigenvectors of $A$ which correspond to the eigenvalue $t$.

Example 9. Let $P$ be the linear transformation which projects each vector on the plane $\pi$ through the origin. Then for each vector $\mathbf{X}$ in $\pi, P(\mathbf{X})=\mathbf{X}$, while for each $\mathbf{X}$ perpendicular to $\pi, P(\mathbf{X})=\mathbf{0}$. $P$ has no other eigenvectors. Hence, here $E_{1}=$ the plane $\pi, E_{0}=$ the line through 0 perpendicular to $\pi$.

Let $A$ be an arbitrary linear transformation of $\mathbb{R}^{3}$ and $t$ an eigenvalue of $A$. If $\mathbf{X}$ is a vector belonging to the eigenspace $E_{t}$, then $A(\mathbf{X})=t \mathbf{X}$. Hence, for each scalar $c, A(c \mathbf{X})=c A(\mathbf{X})=c t \mathbf{X}=t(c \mathbf{X})$, and so $c \mathbf{X}$ is also in $E_{t}$. Thus $E_{t}$ contains the line along $\mathbf{X}$. If $E_{t}$ is not equal to this line, then there is some $\mathbf{Y}$ in $E_{t}$ such that $\mathbf{X}$ and $\mathbf{Y}$ are linearly independent. For each pair of scalars $c_{1}, c_{2}, A\left(c_{1} \mathbf{X}+c_{2} \mathbf{Y}\right)=c_{1} A(\mathbf{X})+c_{2} A(\mathbf{Y})=c_{1} t \mathbf{X}+c_{2} t \mathbf{Y}$ $=t\left(c_{1} \mathbf{X}+c_{2} \mathbf{Y}\right)$. Thus $c_{1} \mathbf{X}+c_{2} \mathbf{Y}$ is in $E_{t}$. So the entire plane

$$
\left\{\left(c_{1} \mathbf{X}+c_{2} \mathbf{Y}\right) \mid c_{1}, c_{2} \text { in } \mathbb{R}\right\}
$$

is contained in $E_{t}$. If $E_{t}$ does not coincide with this plane, then there is some vector $\mathbf{Z}$ in $E_{t}$ such that $\mathbf{X}, \mathbf{Y}, \mathbf{Z}$ are linearly independent. By Proposition 1 of Chapter 3.0, $\left\{c_{1} \mathbf{X}+c_{2} \mathbf{Y}+c_{3} \mathbf{z} \mid c_{1}, c_{2}, c_{3}\right.$ in $\left.\mathbb{R}\right\}$ is all of $\mathbb{R}^{3}$ and this set is contained in $E_{t}$. So, in that case, $E_{t}=\mathbb{R}^{3}$. We have shown:

Proposition 2. If $A$ is a linear transformation of $\mathbb{R}^{3}$, each eigenspace of $A$ is either a line through the origin, or a plane through the origin, or all of $\mathbb{R}^{3}$.

## §2. Isometries of $\mathbb{R}^{3}$

In Chapter 2.5 we found all the length-preserving linear transformations of the plane. They turned out to be the rotations and reflections of the plane. Let us try to solve the corresponding problem in 3-space.

A linear transformation $T$ of $\mathbb{R}^{3}$ which preserves lengths of segments is called an isometry. Exactly as in $\mathbb{R}^{2}$, we find that $T$ is an isometry if and only if

$$
\begin{equation*}
|T(\mathbf{X})|=|\mathbf{X}| \quad \text { for every vector } \mathbf{X} \tag{5}
\end{equation*}
$$

Proposition 3. An isometry $T$ preserves the dot product, i.e., for all vectors $\mathbf{X}, \mathbf{Y}$,

$$
T(\mathbf{X}) \cdot T(\mathbf{Y})=\mathbf{X} \cdot \mathbf{Y}
$$

Proof. Since (5) holds for each vector,

$$
|T(\mathbf{X}-\mathbf{Y})|^{2}=|\mathbf{X}-\mathbf{Y}|^{2}
$$

or

$$
(T(\mathbf{X}-\mathbf{Y})) \cdot(T(\mathbf{X}-\mathbf{Y}))=(\mathbf{X}-\mathbf{Y}) \cdot(\mathbf{X}-\mathbf{Y}) .
$$

So

$$
(T(\mathbf{X})-T(\mathbf{Y})) \cdot(T(\mathbf{X})-T(\mathbf{Y}))=(\mathbf{X}-\mathbf{Y}) \cdot(\mathbf{X}-\mathbf{Y})
$$

or

$$
T(\mathbf{X}) \cdot T(\mathbf{X})-2 T(\mathbf{X}) \cdot T(\mathbf{Y})+T(\mathbf{Y}) \cdot T(\mathbf{Y})=\mathbf{X} \cdot \mathbf{X}-2 \mathbf{X} \cdot \mathbf{Y}+\mathbf{Y} \cdot \mathbf{Y}
$$

Again by (5), $T(\mathbf{X}) \cdot T(\mathbf{X})=\mathbf{X} \cdot \mathbf{X}$ and similarly for $\mathbf{Y}$, so cancelling we get

$$
-2 T(\mathbf{X}) \cdot T(\mathbf{Y})=-2 \mathbf{X} \cdot \mathbf{Y}
$$

and so

$$
T(\mathbf{X}) \cdot T(\mathbf{Y})=\mathbf{X} \cdot \mathbf{Y}
$$

Proposition 4. If $T$ is an isometry of $\mathbb{R}^{3}$, then $T$ has 1 or -1 as an eigenvalue and has no other eigenvalues.

Proof. Every linear transformation $T$ of $\mathbb{R}^{3}$ has an eigenvalue $t$, so for some vector $\mathbf{X} \neq \mathbf{0}, T(\mathbf{X})=t \mathbf{X}$. Then

$$
|\mathbf{X}|=|T(\mathbf{X})|=|t \mathbf{X}|=|t||\mathbf{X}|, \quad \text { so } \quad|t|=1
$$

Hence

$$
t=1 \quad \text { or } \quad t=-1
$$

Proposition 5. If $T$ is an isometry of $\mathbb{R}^{3}$, then $\operatorname{det}(T)=1$ or $\operatorname{det}(T)=-1$.
Note: We write $\operatorname{det}(T)$ for $\operatorname{det}(m(T))$, the determinant of the matrix of $T$.
Proof. Consider the cube $Q$ with edges $\mathbf{E}_{1}, \mathbf{E}_{2}, \mathbf{E}_{3}$. The vectors $T\left(\mathbf{E}_{1}\right)$, $T\left(\mathbf{E}_{2}\right), T\left(\mathbf{E}_{3}\right)$ are edges of the image, $T(Q)$, of $Q$ under $T$. For each $i$, $\left|T\left(\mathbf{E}_{i}\right)\right|=\left|\mathbf{E}_{i}\right|=1$, and for each $i, j$ with $i \neq j, T\left(\mathbf{E}_{i}\right) \cdot T\left(\mathbf{E}_{j}\right)=\mathbf{E}_{i} \cdot \mathbf{E}_{j}=0$. Thus $T(Q)$ is a cube of side 1 . Hence, $\operatorname{vol}(T(Q))=1=\operatorname{vol} Q$. Also, by Theorem 3.6 of Chapter $3.5, \operatorname{vol} T(Q)=|\operatorname{det}(T)| \cdot \operatorname{vol} Q$. Hence $|\operatorname{det}(T)|$ $=1$. So $\operatorname{det} T=1$ or $\operatorname{det} T=-1$.

One example of an isometry is a rotation about an axis. Fix a vector $\mathbf{F}$ and denote by $\pi$ the plane through 0 orthogonal to $F$. Fix a number $\theta$. We denote by $R_{\theta}$ the transformation of the plane $\pi$ which rotates each vector in
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$\pi$ counterclockwise by an angle $\theta$ about $F$. Let $\mathbf{Y}$ be any vector in $\mathbb{R}^{3}$. We decompose $\mathbf{Y}$ as

$$
\mathbf{Y}=\mathbf{Y}^{\prime}+s \mathbf{F}
$$

where $\mathbf{Y}^{\prime}$ is the projection of $\mathbf{Y}$ on $\pi$ and $s$ is a scalar (see Fig. 3.18). We now define

$$
T(\mathbf{Y})=R_{\theta}\left(\mathbf{Y}^{\prime}\right)+s \mathbf{F}
$$

Note that $T(\mathbf{Y})$ lies in the plane through $\mathbf{Y}$ perpendicular to $\mathbf{F}$. We call the transformation $T$ a rotation about the axis $\mathbf{F}$ by the angle $\theta$.

Exercise 10. Prove that $T$ is a linear transformation of $\mathbb{R}^{3}$ and that $T(\mathbf{F})=\mathbf{F}$.
For each $\mathbf{Y},|T(\mathbf{Y})|^{2}=\left|R_{\theta}\left(\mathbf{Y}^{\prime}\right)+s \mathbf{F}\right|^{2}=\left(R_{\theta}\left(\mathbf{Y}^{\prime}\right)+s \mathbf{F}\right) \cdot\left(R_{\theta}\left(\mathbf{Y}^{\prime}\right)+s \mathbf{F}\right)=$ $\left|R_{\theta}\left(\mathbf{Y}^{\prime}\right)\right|^{2}+s^{2}|\mathbf{F}|^{2}$, since $R_{\theta}\left(\mathbf{Y}^{\prime}\right)$ is orthogonal to $\mathbf{F}$. Also, $|\mathbf{Y}|^{2}=\left|\mathbf{Y}^{\prime}\right|^{2}+s^{2}|\mathbf{F}|^{2}$. Since $R_{\theta}$ is a rotation of $\pi,\left|R_{\theta}\left(\mathbf{Y}^{\prime}\right)\right|=\left|\mathbf{Y}^{\prime}\right|$, and so $|T(\mathbf{Y})|^{2}=|\mathbf{Y}|^{2}$. Thus $T$ is an isometry.

Now choose orthogonal unit vectors $\mathbf{X}_{1}, \mathbf{X}_{2}$ in $\pi$ such that $\mathbf{X}_{1} \times \mathbf{X}_{2}=\mathbf{F}$. Then the triplet $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{F}$ is positively oriented. The triplet of vectors $T\left(\mathbf{X}_{1}\right)$, $T\left(\mathbf{X}_{2}\right), \mathbf{F}$ is also positively oriented, and so $T$ preserves orientation. The proof is contained in Exercise 11.

## Exercise 11.

(a) Express $T\left(\mathbf{X}_{1}\right)$ and $T\left(\mathbf{X}_{2}\right)$ as linear combinations of $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ with coefficients depending on $\theta$.
(b) Compute $\left(T\left(\mathbf{X}_{1}\right) \times T\left(\mathbf{X}_{2}\right)\right) \cdot \mathbf{F}$ and show it equals $\left(\mathbf{X}_{1} \times \mathbf{X}_{2}\right) \cdot \mathbf{F}$ and hence is positive. Thus $T$ preserves orientation.
(c) Using Theorem 3.5 of Chapter 3.5, conclude that $\operatorname{det} T>0$.

Since $T$ is an isometry, $\operatorname{det} T= \pm 1$ and so, since $\operatorname{det} T>0$, $\operatorname{det} T=1$. In sum, we have proved:

Proposition 6. If $T$ is a rotation about an axis, then $T$ is an isometry and $\operatorname{det} T=1$.

What about the converse of this statement? Suppose $T$ is an isometry with $\operatorname{det} T=1$. Let $\mathbf{F}$ be an eigenvector of $T$ with $|\mathbf{F}|=1$ and $T(\mathbf{F})=t \mathbf{F}$. By Proposition 4, we know that $t= \pm 1$. We consider the two cases separately. Let us first suppose $t=1$. Then

$$
T(\mathbf{F})=\mathbf{F}
$$

Let $\pi$ be the plane orthogonal to $\mathbf{F}$ and passing through the origin. If $\mathbf{X}$ is a vector in $\pi$,

$$
T(\mathbf{X}) \cdot \mathbf{F}=T(\mathbf{X}) \cdot T(\mathbf{F})=\mathbf{X} \cdot \mathbf{F}=0
$$

so $T(\mathbf{X})$ is orthogonal to $\mathbf{F}$. Hence $T(\mathbf{X})$ lies in $\pi$. Thus $T$ transforms $\pi$ into itself (see Fig. 3.19). Let us denote by $T_{\pi}$ the resulting transformation of the plane $\pi . T_{\pi}$ is evidently a linear transformation of $\pi$ and an isometry of $\pi$ since $T$ has these properties on $\mathbb{R}^{3}$. In Chapter 2.5 we showed that an isometry of the plane is either a rotation or a reflection. Hence either $T_{\pi}$ is a rotation of $\pi$ through some angle $\theta$ or $T_{\pi}$ is a reflection of $\pi$ across a line in $\pi$ through the origin.

Case 1: $T_{\pi}$ is a rotation of $\pi$ through an angle $\theta$. By the discussion following after Proposition 5, we conclude that $T$ is a rotation of $\mathbb{R}^{3}$ about the axis $\mathbf{F}$.

Case 2: $T_{\pi}$ is a reflection across a line in $\pi$. In this case there exist nonzero vectors $\mathbf{X}_{1}, \mathbf{X}_{2}$ in $\pi$ with $T_{\pi}\left(\mathbf{X}_{1}\right)=\mathbf{X}_{1}, T_{\pi}\left(\mathbf{X}_{2}\right)=-\mathbf{X}_{2}$, and we can choose
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these vectors so that the triplet $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{F}$ is positively oriented. Also, $T\left(\mathbf{X}_{1}\right)=T_{\pi}\left(\mathbf{X}_{1}\right)=\mathbf{X}_{1}$ and $T\left(\mathbf{X}_{2}\right)=T_{\pi}\left(\mathbf{X}_{2}\right)=-\mathbf{X}_{2}$, so the triplet $T\left(\mathbf{X}_{1}\right)$, $T\left(\mathbf{X}_{2}\right), T(\mathbf{F})$ is the triplet $\mathbf{X}_{1},-\mathbf{X}_{2}, \mathbf{F}$ which is negatively oriented. But $\operatorname{det} T=1$ by hypothesis, and so we have a contradiction. Thus Case 2 cannot occur. We conclude: If $t=1$, then $T$ is a rotation about an axis.

Now let us suppose that $t=-1$, so $T(\mathbf{F})=-\mathbf{F}$. We again form the plane $\pi$ orthogonal to $\mathbf{F}$ and the transformation $T_{\pi}$ of $\pi$ on itself. As before, $T_{\pi}$ is either a rotation of $\pi$ or reflection in a line of $\pi$.

Suppose $T_{\pi}$ is a rotation of $\pi$ by an angle $\theta$. Choose orthogonal unit vectors $\mathbf{X}_{1}, \mathbf{X}_{2}$ in $\pi$ such that $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{F}$ is a positively oriented triplet. Then the triplet $T_{\pi}\left(\mathbf{X}_{1}\right), T_{\pi}\left(\mathbf{X}_{2}\right), \mathbf{F}$ is again positively oriented.

Exercise 12. Prove this last statement by calculating $\left(T_{\pi}\left(\mathbf{X}_{1}\right) \times T_{\pi}\left(\mathbf{X}_{2}\right)\right) \cdot \mathbf{F}$ and showing that it is positive.

It follows that the triplet $T_{\pi}\left(\mathbf{X}_{1}\right), T_{\pi}\left(\mathbf{X}_{2}\right),-\mathbf{F}$ is negatively oriented. But this is exactly the triplet $T\left(\mathbf{X}_{1}\right), T\left(\mathbf{X}_{2}\right), T(\mathbf{F})$. Since $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{F}$ was a positively oriented triplet, this contradicts the fact that $\operatorname{det} T=1$. Hence $T_{\pi}$ is not a rotation of $\pi$ so it must be a reflection of $\pi$. Therefore we can find orthogonal unit vectors $\mathbf{X}_{1}, \mathbf{X}_{2}$ in $\pi$ with $T_{\pi}\left(\mathbf{X}_{1}\right)=-\mathbf{X}_{1}, T_{\pi}\left(\mathbf{X}_{2}\right)=\mathbf{X}_{2}$. Now consider the plane $\pi^{\prime}$ determined by the vectors $\mathbf{F}$ and $\mathbf{X}_{1}$ (see Fig. 3.20). We note that since $T(\mathbf{F})=-\mathbf{F}$ and $T\left(\mathbf{X}_{1}\right)=T_{\pi}\left(\mathbf{X}_{1}\right)=-\mathbf{X}_{1}, T$ coincides on the plane $\pi^{\prime}$ with minus the identity transformation. Thus $T$ rotates the vectors of $\pi^{\prime}$ by $180^{\circ}$ about the $\mathbf{X}_{2}$-axis. Also, $T\left(\mathbf{X}_{2}\right)=T_{\pi}\left(\mathbf{X}_{2}\right)=\mathbf{X}_{2}$. Hence $T$ acts on $\mathbb{R}^{3}$ by rotation by $180^{\circ}$ about the $\mathbf{X}_{2}$-axis.

In summary, we have proved:
Theorem 3.9. Let $T$ be an isometry of $\mathbb{R}^{3}$ and let $\operatorname{det} T=1$. Then $T$ is rotation about an axis.
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Let $S$ and $T$ be two isometries of $\mathbb{R}^{3}$. What can be said about their product $S T$ ?

## Exercise 13.

(a) If $S$ and $T$ are isometries, then $S T$ and $T S$ are also isometries.
(b) If $S$ is an isometry, then $S^{-1}$ also is an isometry.

Exercise 14. If $S$ is rotation about an axis and $T$ is rotation about a possibly different axis, then $S T$ is rotation about an axis.

Note: If the axes for $S$ and for $T$ are distinct, our conclusion that $S T$ is again a rotation about some axis, though correct, is by no means evident.

Exercise 15. Let $S$ be rotation by $90^{\circ}$ about the $x_{3}$-axis and $T$ be rotation by $90^{\circ}$ about the $x_{1}$-axis. Find the axes for the rotations $S T$ and $T S$.

Exercise 16. Let $T$ be an isometry with $\operatorname{det} T=-1$.
(a) Show that $-T$ is a rotation.
(b) Conclude that $T$ is the result of first performing a rotation and then reflecting every vector about the origin.

## §3. Orthogonal Matrices

In Chapter 2.5, we found that a $2 \times 2$ matrix $m$ is the matrix of an isometry if and only if it has one of the following forms:

$$
\begin{align*}
& \left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)  \tag{i}\\
& \left(\begin{array}{cc}
\cos \theta & \sin \theta \\
\sin \theta & -\cos \theta
\end{array}\right) .
\end{align*}
$$

(ii)

Note that in each case the columns are mutually orthogonal unit vectors $\mathbb{R}^{2}$. It turns out that the analogous statement is true in 3 dimensions. Let

$$
m=\left(\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right)
$$

Exercise 17. Assume $m$ is the matrix of an isometry $T$.
(a) Show $T\left(\mathbf{E}_{i}\right) \cdot T\left(\mathbf{E}_{j}\right)=\left\{\begin{array}{lll}1 & \text { if } i=j, \\ 0 & \text { if } i \neq j, & \quad 1 \leqslant i, j \leqslant 3 .\end{array}\right.$
(b) Show that the columns of $m$ are orthogonal unit vectors in $\mathbb{R}^{3}$.

Exercise 18. Assume $m$ is the matrix of an isometry. Show that the inverse $m^{-1}$ equals the transpose $m^{*}$.
Exercise 19. Show that, conversely, if $m$ is a matrix satisfying $m^{-1}=m^{*}$, then $m$ is the matrix of an isometry.

A matrix $m$ such that

$$
\begin{equation*}
m^{-1}=m^{*} \tag{6}
\end{equation*}
$$

is called an orthogonal matrix. Exercises 18 and 19 together prove the following result:

Proposition 7. $A 3 \times 3$ matrix $m$ is the matrix of an'isometry if and only if $m$ is an orthogonal matrix.

Exercise 20. Let $R_{\theta}^{3}$ be rotation around the $x_{3}$-axis by an angle $\theta$. Let $m=m\left(R_{\theta}^{3}\right)$. Directly show that $m$ satisfies (6).

Exercise 21. Let $T$ be reflection in the plane $x+y+z=0$. Let $m=m(T)$. Directly show that $m$ satisfies (6).
Exercise 22. Let $S$ be rotation by $180^{\circ}$ around the line: $x=t, y=t, z=t$. Let $m=m(S)$. Directly show that $m$ satisfies (6).
Exercise 23. Let $m$ be an orthogonal matrix.
(a) Show that $m^{*}$ is an orthogonal matrix.
(b) Show that the rows of $m$ are orthogonal unit vectors in $\mathbb{R}^{3}$.

Exercise 24. Show that the product of two orthogonal matrices is an orthogonal matrix.

Exercise 25. Consider the system of equation

$$
\left\{\begin{array}{l}
a_{11} x_{1}+a_{12} x_{2}+a_{13} x_{3}=y_{1},  \tag{7}\\
a_{21} x_{1}+a_{22} x_{2}+a_{23} x_{3}=y_{2}, \\
a_{31} x_{1}+a_{32} x_{2}+a_{33} x_{3}=y_{3}
\end{array}\right.
$$

Assume the coefficient matrix

$$
\left(\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right)
$$

is an orthogonal matrix. Show that, given $y_{1}, y_{2}, y_{3}$, the system (7) is solved by setting

$$
\left\{\begin{array}{l}
x_{1}=a_{11} y_{1}+a_{21} y_{2}+a_{31} y_{3},  \tag{8}\\
x_{2}=a_{12} y_{1}+a_{22} y_{2}+a_{32} y_{3}, \\
x_{3}=a_{13} y_{1}+a_{23} y_{2}+a_{33} y_{3} .
\end{array}\right.
$$

Exercise 26. Let $m$ be a $3 \times 3$ matrix. Assume that the column vectors of $m$ are orthogonal unit vectors. Prove that $m$ is an orthogonal matrix.

## CHAPTER 3.7

## Symmetric Matrices

In the 2-dimensional case, we saw that a special role is played by matrices $\left(\begin{array}{ll}a & b \\ b & d\end{array}\right)$ which have both off-diagonal elements equal. The corresponding condition in 3 dimensions is symmetry about the diagonal. We say that a matrix is symmetric if the entry in the $i$ th position in the $j$ th column is the same as the entry in the $j$ th position in the $i$ th column, i.e., $a_{i j}=a_{j i}$ for all $i, j$,

$$
\left(\begin{array}{lll}
a & b & c  \tag{1}\\
b & d & e \\
c & e & f
\end{array}\right)=\left(\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{12} & a_{22} & a_{23} \\
a_{13} & a_{23} & a_{33}
\end{array}\right)
$$

Note that this condition does not place any restriction on the diagonal elements themselves, but as soon as we know the elements on the diagonal and above the diagonal, we can fill in the rest of the entries in a symmetric matrix:

If the following matrix is symmetric,

$$
\left(\begin{array}{ccc}
1 & 2 & -1 \\
x & 7 & 0 \\
y & z & 3
\end{array}\right)
$$

then $x=2, y=-1, z=0$.
We may express the symmetry condition succinctly by using the notion of transpose. Recall that the transpose $m^{*}$ of a matrix $m$ is the matrix whose columns are the rows of $m$. Thus a matrix $m$ is symmetric if and only if $m^{*}=m$.

Exercise 1. For which values of the letters $x, y, z$, will the following matrices be symmetric?
(a) $\left(\begin{array}{lll}1 & 2 & 1 \\ x & 2 & 1 \\ y & z & 4\end{array}\right)$,
(b) $\left(\begin{array}{lll}2 & 5 & z \\ x & 1 & y \\ 2 & 4 & 0\end{array}\right)$,
(c) $\left(\begin{array}{rrr}x & -5 & 2 \\ 5 & y & 1 \\ 2 & 1 & z\end{array}\right)$,
(d) $\left(\begin{array}{lll}1 & x & 3 \\ y & 2 & 4 \\ 3 & z & 6\end{array}\right)$,
(e) $\left(\begin{array}{lll}1 & y & 4 \\ 3 & x & 5 \\ 4 & 6 & z\end{array}\right)$.

Exercise 2. Show that every diagonal matrix is symmetric.
Exercise 3. Show that if $A$ and $B$ are symmetric, then $A+B$ is symmetric and $c A$ is symmetric for any $c$.

Exercise 4. True or false? If $a$ and $b$ are symmetric, then $a b$ is symmetric. (Show that $(a b)^{*}=b^{*} a^{*}$ ).

Exercise 5. Show that if $a$ is any matrix, then the average $\frac{1}{2}\left(a+a^{*}\right)$ is a symmetric matrix.

Exercise 6. True of false? The square of a symmetric matrix is symmetric.
Exercise 7. Prove that for any $3 \times 3$ matrix $m$, the product $m\left(m^{*}\right)$ is symmetric. (Recall that $(m n)^{*}=n^{*} m^{*}$.)

We shall need a general formula involving the transpose of a matrix. Let $a$ be any matrix.

$$
a=\left(\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]
$$

Then

$$
a^{*}=\left(\begin{array}{lll}
a_{11} & a_{21} & a_{31} \\
a_{12} & a_{22} & a_{32} \\
a_{13} & a_{23} & a_{33}
\end{array}\right)
$$

Lemma 1. Let $A$ be the linear transformation with matrix $a$ and $A^{*}$ the linear transformation with matrix $a^{*}$. Then for every pair of vectors $\mathbf{X}, \mathbf{Y}$,

$$
\begin{equation*}
A(\mathbf{X}) \cdot \mathbf{Y}=\mathbf{X} \cdot A^{*}(\mathbf{Y}) \tag{2}
\end{equation*}
$$

$$
\begin{align*}
& \text { PROOF OF LEMMA 1. Set } \mathbf{X}= \\
& \left.\qquad \begin{array}{rl}
A(\mathbf{X}) \cdot \mathbf{Y}= & \left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right], \mathbf{Y}=\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right] . \text { Then } \\
a_{11} x_{1}+a_{12} x_{2}+a_{13} x_{3} \\
a_{21}+a_{22} x_{2}+a_{23} x_{3} \\
a_{31} x_{1}+a_{32} x_{2}+a_{33} x_{3}
\end{array}\right] \cdot\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right] \\
& = \\
& a_{11} x_{1} y_{1}+a_{12} x_{2} y_{1}+a_{13} x_{3} y_{1}  \tag{3}\\
& \\
& +a_{21} x_{1} y_{2}+a_{22} x_{2} y_{2}+a_{23} x_{3} y_{2} y_{3}+a_{32} x_{2} y_{3}+a_{33} x_{3} y_{3} \\
& \mathbf{X} \cdot A^{*}(\mathbf{Y})= \\
& =\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right] \cdot\left[\begin{array}{lll}
a_{11} & a_{21} & a_{31} \\
a_{12} & a_{22} & a_{32} \\
a_{13} & a_{23} & a_{33}
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right] \\
& = \tag{4}
\end{align*}
$$

The first line of the sum (3) is the same as the first column of (4), and similarly for the other two lines. So the sums (3) and (4) consist of the same terms in different arrangements, and thus $A(\mathbf{X}) \cdot \mathbf{Y}=\mathbf{X} \cdot A^{*}(\mathbf{Y})$.

An immediate consequence of Lemma 1 is:
Lemma 2. If $m$ is a symmetric matrix, and $M$ is the corresponding linear transformation, then for all vectors $\mathbf{X}, \mathbf{Y}$,

$$
\begin{equation*}
M(\mathbf{X}) \cdot \mathbf{Y}=\mathbf{X} \cdot M(\mathbf{Y}) \tag{5}
\end{equation*}
$$

We saw in Theorem 2.10 in Chapter 2.6, that eigenvectors of a symmetric $2 \times 2$ matrix corresponding to distinct eigenvalues are orthogonal. We now prove the analogous result in 3 dimensions.

Theorem 3.10. Let $m$ be a symmetric $3 \times 3$ matrix and let $M$ be the corresponding linear transformation. Let $t_{1}, t_{2}$ be distinct eigenvalues of $M$, and let $\mathbf{X}_{1}, \mathbf{X}_{2}$ be corresponding eigenvectors. Then $\mathbf{X}_{1} \cdot \mathbf{X}_{2}=0$.

Proof.

$$
\begin{aligned}
& M\left(\mathbf{X}_{1}\right) \cdot \mathbf{X}_{2}=\left(t_{1} \mathbf{X}_{1}\right) \cdot \mathbf{X}_{2}=t_{1}\left(\mathbf{X}_{1} \cdot \mathbf{X}_{2}\right) \\
& \mathbf{X}_{1} \cdot M\left(\mathbf{X}_{2}\right)=X_{1} \cdot\left(t_{2} \mathbf{X}_{2}\right)=t_{2}\left(\mathbf{X}_{1} \cdot \mathbf{X}_{2}\right)
\end{aligned}
$$

Then by (5),

$$
t_{1}\left(\mathbf{X}_{1} \cdot \mathbf{X}_{2}\right)=t_{2}\left(\mathbf{X}_{1} \cdot \mathbf{X}_{2}\right)
$$

If $\mathbf{X}_{1} \cdot \mathbf{X}_{2} \neq 0$, we can divide by $\mathbf{X}_{1} \cdot \mathbf{X}_{2}$ and get $t_{1}=t_{2}$, which contradicts our assumption. Therefore $\mathbf{X}_{1} \cdot \mathbf{X}_{2}=0$.

Example 1. Let us calculate the eigenvalues and eigenvectors of the linear transformation $M$ with matrix

$$
m=\left(\begin{array}{ccc}
1 & 1 & -1 \\
1 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right)
$$

The characteristic equation of $m$ is

$$
\left|\begin{array}{ccc}
1-t & 1 & -1 \\
1 & -t & 0 \\
-1 & 0 & -t
\end{array}\right|=(1-t) t^{2}-1(-t)-1(-t)=0
$$

or

$$
-t^{3}+t^{2}+2 t=0
$$

i.e.,

$$
-t\left(t^{2}-t-2\right)=0
$$

Since $t^{2}-t-2=(t-2)(t+1)$, the eigenvalues of $m$ are

$$
t_{1}=0, \quad t_{2}=2, \quad t_{3}=-1
$$

Let $\mathbf{X}_{i}$ denote an eigenvector corresponding to $t_{i}$, for $i=1,2,3$.

$$
M\left(\mathbf{X}_{1}\right)=0 \mathbf{X}_{1}=\mathbf{0}
$$

so setting

$$
\mathbf{X}_{1}=\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right), \quad\left[\begin{array}{ccc}
1 & 1 & -1 \\
1 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right)
$$

or

$$
\begin{aligned}
x+y-z & =0 \\
x & =0 \\
-x & =0
\end{aligned}
$$

Therefore $x=0, y=z$, so $\mathbf{X}_{1}=\left(\begin{array}{l}0 \\ 1 \\ 1\end{array}\right]$ is an eigenvector corresponding to $t_{1}$. Similarly, if

$$
\mathbf{X}_{2}=\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right), \quad\left[\begin{array}{ccc}
1 & 1 & -1 \\
1 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right]\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)=2\left[\begin{array}{l}
x \\
y \\
z
\end{array}\right],
$$

so

$$
\begin{aligned}
x+y-z & =2 x \\
x & =2 y \\
-x & =2 z
\end{aligned}
$$

Setting $x=2$, we must take $y=1$ and $z=-1$. Then $x+y-z=2+1+1$ $=4=2 x$, so the first equation is also satisfied. Thus $\mathbf{X}_{2}=\left(\begin{array}{c}2 \\ 1 \\ -1\end{array}\right]$. Similarly we find $\mathbf{X}_{3}=\left[\begin{array}{c}1 \\ -1 \\ 1\end{array}\right]$ is an eigenvector corresponding to $t_{3}=-1$. Each pair of two out of our three eigenvectors

$$
\left(\begin{array}{l}
0 \\
1 \\
1
\end{array}\right], \quad\left[\begin{array}{c}
2 \\
1 \\
-1
\end{array}\right], \quad\left[\begin{array}{c}
1 \\
-1 \\
1
\end{array}\right]
$$

is indeed orthogonal, as stated in Theorem 3.10.
Note: The eigenvectors corresponding to a given eigenvalue fill a line in this case. For instance, the set of eigenvectors of $m$ corresponding to $t_{2}=2$ is the set of all vectors

$$
t \mathbf{X}_{2}=t\left(\begin{array}{c}
2 \\
1 \\
-1
\end{array}\right]=\left[\begin{array}{c}
2 t \\
t \\
-t
\end{array}\right], \quad-\infty<t<\infty
$$

Exercise 8. Find the eigenvalues of the matrix $m=\left(\begin{array}{lll}3 & 4 & 0 \\ 4 & 3 & 0 \\ 0 & 0 & 1\end{array}\right)$ and find all corresponding eigenvectors.

Every $3 \times 3$ matrix has at least one eigenvalue, as we showed in Proposition 1 of Chapter 3.6. However, in general, we cannot say more.

Exercise 9. Give an example of a $3 \times 3$ matrix having as its only eigenvalue the number 1 and such that the corresponding eigenvectors make up a line.

For symmetric matrices, the situation is much better, as the following fundamental theorem shows:

Spectral Theorem in $\mathbb{R}^{3}$. Let $m$ be a symmetric $3 \times 3$ matrix and let $M$ be the corresponding linear transformation. Then we can find three orthogonal unit vectors $\mathbf{X}_{1}, \mathbf{X}_{2}$, and $\mathbf{X}_{3}$ such that each $\mathbf{X}_{i}$ is an eigenvector of $M$.

Proof. $M$ has at least one eigenvalue $t_{1}$, as we know. Let $\mathbf{X}_{1}$ be a corresponding eigenvector of length 1 . Denote by $\pi$ the plane through the origin which is perpendicular to $\mathbf{X}_{1}$. We wish to show that we can find two further mutually perpendicular eigenvectors of $M$ lying in $\pi$. We claim that $\pi$ is invariant under $M$, i.e., that if a vector $\mathbf{X}$ is in $\pi$, then $M(\mathbf{X})$ also lies in $\pi$ (see Fig. 3.21). Suppose $\mathbf{X}$ belongs to $\pi$. Then by (5),

$$
M(\mathbf{X}) \cdot \mathbf{X}_{1}=\mathbf{X} \cdot M\left(\mathbf{X}_{1}\right)=\mathbf{X} \cdot t_{1} \mathbf{X}_{1}=t_{1}\left(\mathbf{X} \cdot \mathbf{X}_{1}\right)
$$
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But $\mathbf{X} \cdot \mathbf{X}_{1}=0$, since $\mathbf{X}$ lies in $\pi$. Hence $M(\mathbf{X}) \cdot \mathbf{X}_{1}=0$, so $M(\mathbf{X})$ is in $\pi$, and our claim is proved.

We denote by $A$ the transformation of $\pi$ defined by

$$
A(\mathbf{X})=M(\mathbf{X}) \quad \text { for } \mathbf{X} \text { in } \pi
$$

We shall now go on to show that $\pi$ may be identified with the plane $\mathbb{R}^{2}$. Also, when we make this identification, $A$ turns into a linear transformation of $\mathbb{R}^{2}$ having a symmetric matrix. Using the results we found in Chapter 2.6, we shall then find two eigenvectors for this $2 \times 2$ symmetric matrix and these will turn out to give the "missing" eigenvectors in $\mathbb{R}^{3}$ for our original transformation $M$.

Let $\mathbf{F}_{1}, \mathbf{F}_{2}$ be vectors in $\pi$ which are orthogonal and have length 1. If $\mathbf{X}$ and $\mathbf{Y}$ are vectors in $\pi$,

$$
A(\mathbf{X}) \cdot \mathbf{Y}=M(\mathbf{X}) \cdot \mathbf{Y}=\mathbf{X} \cdot M(\mathbf{Y})=\mathbf{X} \cdot A(\mathbf{Y})
$$

so $A$ satisfies

$$
\begin{equation*}
A(\mathbf{X}) \cdot \mathbf{Y}=\mathbf{X} \cdot A(\mathbf{Y}) \tag{6}
\end{equation*}
$$

whenever $\mathbf{X}, \mathbf{Y}$ lie in $\pi$. Each vector $\mathbf{X}$ in $\pi$ can be expressed as

$$
\mathbf{X}=x_{1} \mathbf{F}_{1}+x_{2} \mathbf{F}_{2},
$$

where $x_{1}=\mathbf{X} \cdot \mathbf{F}_{1}, x_{2}=\mathbf{X} \cdot \mathbf{F}_{2}$. We identify $\mathbf{X}$ with the vector $\binom{x_{1}}{x_{2}}$ in $\mathbb{R}^{2}$, and in this way $\pi$ becomes identified with $\mathbb{R}^{2}$. Also, since $A$ takes $\pi$ into itself, $A$ gives rise to a linear transformation $A^{0}$ of $\mathbb{R}^{2}$. For each $\mathbf{X}=x_{1} \mathbf{F}_{1}+$ $x_{2} \mathbf{F}_{2}$ in $\pi, A(\mathbf{X})$ is identified with $A^{0}\binom{x_{1}}{x_{2}}$ in $\mathbb{R}^{2}$ (see Fig. 3.22). What is the matrix of $A^{0}$ ? Since $A\left(\mathbf{F}_{1}\right)$ and $A\left(\mathbf{F}_{2}\right)$ lie in $\pi$, we have

$$
\begin{aligned}
& A\left(\mathbf{F}_{1}\right)=a \mathbf{F}_{1}+b \mathbf{F}_{2}, \\
& A\left(\mathbf{F}_{2}\right)=c \mathbf{F}_{1}+d \mathbf{F}_{2},
\end{aligned}
$$

where $a=A\left(\mathbf{F}_{1}\right) \cdot \mathbf{F}_{1}, b=A\left(\mathbf{F}_{1}\right) \cdot \mathbf{F}_{2}, c=A\left(\mathbf{F}_{2}\right) \cdot \mathbf{F}_{1}$, and $d=A\left(\mathbf{F}_{2}\right) \cdot \mathbf{F}_{2}$. By
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(6), we get

$$
\begin{equation*}
b=A\left(\mathbf{F}_{1}\right) \cdot \mathbf{F}_{2}=\mathbf{F}_{1} \cdot A\left(\mathbf{F}_{2}\right)=c \tag{7}
\end{equation*}
$$

Choose $\mathbf{X}=x_{1} \mathbf{F}_{1}+x_{2} \mathbf{F}_{2}$ and set

$$
A(\mathbf{X})=x_{1}^{1} \mathbf{F}_{1}+x_{2}^{1} \mathbf{F}_{2}
$$

Then $A^{0}\binom{x_{1}}{x_{2}}=\binom{x_{1}^{1}}{x_{2}^{1}}$. Also,

$$
\begin{aligned}
A(\mathbf{X}) & =x_{1} A\left(\mathbf{F}_{1}\right)+x_{2} A\left(\mathbf{F}_{2}\right)=x_{1}\left(a \mathbf{F}_{1}+b \mathbf{F}_{2}\right)+x_{2}\left(c \mathbf{F}_{1}+d \mathbf{F}_{2}\right) \\
& =\left(a x_{1}+c x_{2}\right) \mathbf{F}_{1}+\left(b x_{1}+d x_{2}\right) \mathbf{F}_{2} .
\end{aligned}
$$

Hence,

$$
A^{0}\binom{x_{1}}{x_{2}}=\binom{x_{1}^{1}}{x_{2}^{1}}=\binom{a x_{1}+c x_{2}}{b x_{1}+d x_{2}}=\left(\begin{array}{ll}
a & c \\
b & d
\end{array}\right)\binom{x_{1}}{x_{2}}
$$

Thus the matrix of $A^{0}$ is $\left(\begin{array}{ll}a & c \\ b & d\end{array}\right)=\left(\begin{array}{ll}a & b \\ b & d\end{array}\right)$, because of (7). We note that $A^{0}$ has a symmetric matrix. By Theorem 2.10, Chapter 2.6, there exist two orthogonal nonzero eigenvectors $\binom{u_{1}}{u_{2}}$ and $\binom{v_{1}}{v_{2}}$ for $A^{0}$. Then, for a certain scalar $t, A^{0}\binom{u_{1}}{u_{2}}=t\binom{u_{1}}{u_{2}}$.

The vector $\mathbf{U}=u_{1} \mathbf{F}_{1}+u_{2} \mathbf{F}_{2}$ in $\pi$ is identified with $\binom{u_{1}}{u_{2}}$ and $A(\mathbf{U})$ is identified with $A^{0}\binom{u_{1}}{u_{2}}=t\binom{u_{1}}{u_{2}}$ in $\mathbb{R}^{2}$. Also, $t \mathbf{U}$ is identified with $t\binom{u_{1}}{u_{2}}$. So $M(\mathbf{U})=A(\mathbf{U})=t \mathbf{U}$, and so $\mathbf{U}$ is an eigenvector of $M$ lying in $\pi$. Similarly,
$\mathbf{V}=v_{1} \mathbf{F}_{1}+v_{2} \mathbf{F}_{2}$ is an eigenvector of $M$ lying in $\pi$. Finally,
$\mathbf{U} \cdot \mathbf{V}=\left(u_{1} \mathbf{F}_{1}+u_{2} \mathbf{F}_{2}\right) \cdot\left(v_{1} \mathbf{F}_{1}+v_{2} \mathbf{F}_{2}\right)=u_{1} v_{1}+u_{2} v_{2}=\binom{u_{1}}{u_{2}} \cdot\binom{v_{1}}{v_{2}}=0$.
It follows that the three vectors

$$
\mathbf{x}_{1}, \quad \frac{\mathbf{U}}{|\mathbf{U}|}, \quad \frac{\mathbf{V}}{|\mathbf{V}|}
$$

are an orthonormal set in $\mathbb{R}^{3}$ consisting of eigenvectors of $M$.
Note: Although we have just shown that the transformation $M$ has three mutually orthogonal eigenvectors $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}$, we have not shown that the corresponding eigenvalues are distinct. Indeed, this need not be the case. If $M$ is the linear transformation with matrix $\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 2\end{array}\right]$, then $M$ has only two distinct eigenvalues, 1 and 2, although it has three orthogonal eigenvectors $\mathbf{E}_{1}, \mathbf{E}_{2}, \mathbf{E}_{3}$. Here, $\mathbf{E}_{1}$ and $\mathbf{E}_{2}$ both correspond to the eigenvalue 1, while $\mathbf{E}_{3}$ corresponds to the eigenvalue 2.

Example 2. Let us find all eigenvalues and eigenvectors for the linear transformation $M$ with matrix

$$
m=\left(\begin{array}{lll}
1 & 0 & 5 \\
0 & 1 & 3 \\
5 & 3 & 1
\end{array}\right)
$$

The characteristic equation is

$$
\left|\begin{array}{ccc}
1-t & 0 & 5 \\
0 & 1-t & 3 \\
5 & 3 & 1-t
\end{array}\right|=(1-t)\left[(1-t)^{2}-9\right]+5(-5(1-t))=0
$$

or $(1-t)\left[(1-t)^{2}-9-25\right]=0$. So the eigenvalues are $t_{1}=1$ and the roots of $(1-t)^{2}-34=0$, which are $t_{2}=1+\sqrt{34}$ and $t_{3}=1-\sqrt{34}$. We seek an eigenvector $\mathbf{X}_{1}=\left(\begin{array}{l}x \\ y \\ z\end{array}\right)$ corresponding to $t=1$. So we must solve $M\left(\begin{array}{l}x \\ y \\ z\end{array}\right)=\left(\begin{array}{l}x \\ y \\ z\end{array}\right)$, i.e., $\left(\begin{array}{lll}1 & 0 & 5 \\ 0 & 1 & 3 \\ 5 & 3 & 1\end{array}\right)\left(\begin{array}{l}x \\ y \\ z\end{array}\right)=\left(\begin{array}{l}x \\ y \\ z\end{array}\right)$ or

$$
\begin{aligned}
x+5 z & =x \\
y+3 z & =y \\
5 x+3 y+z & =z
\end{aligned}
$$

The first two equations give $z=0$. Then the third gives $5 x+3 y=0$. Hence, $x=-3, y=5, z=0$ solves all three equations. So we take $\mathbf{X}_{1}=\left[\begin{array}{c}-3 \\ 5 \\ 0\end{array}\right]$.

The plane $\pi$ through the origin and orthogonal to $\mathbf{X}_{1}$, which occurred in the proof of the Spectral Theorem, here has the equation

$$
\left[\begin{array}{l}
x \\
y \\
z
\end{array}\right] \cdot\left[\begin{array}{c}
-3 \\
5 \\
0
\end{array}\right]=-3 x+5 y=0 \quad \text { or } \quad y=\frac{3}{5} x
$$

By the proof of the Spectral Theorem, we can find in $\pi$ a second eigenvector $\mathbf{X}_{2}$ of $M$, corresponding to $t_{2}=1+\sqrt{34} \cdot \mathbf{X}_{2}=\left(\begin{array}{c}x \\ y \\ z\end{array}\right)$ satisfies

$$
\begin{equation*}
y=\frac{3}{5} x, \tag{8}
\end{equation*}
$$

since $\mathbf{X}_{2}$ is on $\pi$. Also,

$$
M\left(\mathbf{X}_{2}\right)=(1+\sqrt{34}) \mathbf{X}_{2} \quad \text { or } \quad\left[\begin{array}{lll}
1 & 0 & 5 \\
0 & 1 & 3 \\
5 & 3 & 1
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)=(1+\sqrt{34})\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right]
$$

so

$$
\begin{equation*}
x+5 z=(1+\sqrt{34}) x \tag{9}
\end{equation*}
$$

as well as two further equations. However, Eqs. (8) and (9) suffice to give

$$
y=\frac{3}{5} x, \quad z=\frac{\sqrt{34}}{5} x
$$

so

$$
\mathbf{X}_{2}=\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right]=\left[\begin{array}{c}
x \\
(3 / 5) x \\
(\sqrt{34} / 5) x
\end{array}\right]=x\left[\begin{array}{c}
1 \\
3 / 5 \\
\sqrt{34} / 5
\end{array}\right)
$$

In particular, taking $x=5$, we find

$$
\mathbf{X}_{2}=\left(\begin{array}{c}
5 \\
3 \\
\sqrt{34}
\end{array}\right)
$$

Each scalar multiple $t \mathbf{X}_{2}$ is an eigenvector of $M$ corresponding to $t_{2}=1+\sqrt{34}$. An eigenvector $\mathbf{X}_{3}$ corresponding to $t_{3}=1-\sqrt{34}$ will be orthogonal to both $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$, as we know by the Spectral Theorem. Hence, $\mathbf{X}_{3}$ is a scalar multiple of $\mathbf{X}_{1} \times \mathbf{X}_{2}$.

$$
\mathbf{X}_{1} \times \mathbf{X}_{2}=\left(\begin{array}{c}
-3 \\
5 \\
0
\end{array}\right) \times\left(\begin{array}{c}
5 \\
3 \\
\sqrt{34}
\end{array}\right)=\left(\begin{array}{c}
5 \sqrt{34} \\
3 \sqrt{34} \\
-34
\end{array}\right)=\sqrt{34}\left[\begin{array}{c}
5 \\
3 \\
-\sqrt{34}
\end{array}\right)
$$

So we can take $\mathbf{X}_{3}=\left(\begin{array}{c}5 \\ 3 \\ -\sqrt{34}\end{array}\right)$ as eigenvector for $t_{3}=1-\sqrt{34}$.

Note: The eigenvectors $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}$ do not have unit length. However, the vectors $\mathbf{X}_{1} /\left|\mathbf{X}_{1}\right|$, etc., are also eigenvectors and do have unit length.

Exercise 10. For each of the following matrices, find an orthonormal set $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}$ in $\mathbb{R}^{3}$ consisting of eigenvectors of that linear transformation with matrix $m$.
(a) $m=\left(\begin{array}{ccc}-4 & 0 & 0 \\ 0 & 2 & 3 \\ 0 & 3 & 2\end{array}\right)$,
(b) $m=\left(\begin{array}{lll}1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1\end{array}\right)$,
(c) $m=\left(\begin{array}{ccc}\sqrt{2} & 0 & 0 \\ 0 & \sqrt{3} & 0 \\ 0 & 0 & \sqrt{5}\end{array}\right)$.

In Chapter 2.7, Theorem 2.11, we showed that if a $2 \times 2$ matrix $m$ has two linearly independent eigenvectors corresponding to the eigenvalues $t_{1}$, $t_{2}$, then

$$
m=p d p^{-1}
$$

where $d$ is the diagonal matrix $\left(\begin{array}{cc}t_{1} & 0 \\ 0 & t_{2}\end{array}\right)$ and $p$ is a certain invertible matrix. We shall now prove the corresponding fact in $\mathbb{R}^{3}$.

Theorem 3.11. Let $M$ be a linear transformation having linearly independent eigenvectors $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}$ corresponding to eigenvalues $t_{1}, t_{2}, t_{3}$. Let $m$ be the matrix of $M$. Denote by $p$ the matrix $\left(\mathbf{X}_{1}\left|\mathbf{X}_{2}\right| \mathbf{X}_{3}\right)$ whose columns are the vectors $\mathbf{X}_{i}$. Then $p$ is invertible and, setting $d=\left(\begin{array}{ccc}t_{1} & 0 & 0 \\ 0 & t_{2} & 0 \\ 0 & 0 & t_{3}\end{array}\right)$,

$$
\begin{equation*}
m=p d p^{-1} \tag{10}
\end{equation*}
$$

Proof. Since $X_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}$ are linearly independent by hypothesis, the matrix $p$ has an inverse, by (ix), p. 166. We set $\mathbf{E}_{1}=\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right], \mathbf{E}_{2}=\left(\begin{array}{l}0 \\ 1 \\ 0\end{array}\right], \mathbf{E}_{3}=\left(\begin{array}{l}0 \\ 0 \\ 1\end{array}\right]$. Let $P$ be the linear transformation with matrix $p$. Then

$$
P\left(\mathbf{E}_{1}\right)=\mathbf{X}_{1}, \quad \text { so } \quad M P\left(\mathbf{E}_{1}\right)=M\left(\mathbf{X}_{1}\right)=t_{1} \mathbf{X}_{1}
$$

Similarly, $M P\left(\mathbf{E}_{2}\right)=t_{2} \mathbf{X}_{2}$ and $M P\left(\mathbf{E}_{3}\right)=t_{3} \mathbf{X}_{3}$. Also, if $D$ is the linear
transformation with matrix $d$,

$$
D\left(\mathbf{E}_{1}\right)=t_{1} \mathbf{E}_{1}, \quad \text { so } \quad P D\left(\mathbf{E}_{1}\right)=t_{1} \mathbf{X}_{1}
$$

Similarly, $P D\left(\mathbf{E}_{2}\right)=t_{2} \mathbf{X}_{2}$ and $P D\left(\mathbf{E}_{3}\right)=t_{3} \mathbf{X}_{3}$. Thus the transformations $M P$ and $P D$ give the same results when acting on $\mathbf{E}_{1}, \mathbf{E}_{2}, \mathbf{E}_{3}$, and so $M P=P D$. Hence, $M=P D P^{-1}$, and $m=p d p^{-1}$.

Corollary 1. Let $m$ be a symmetric $3 \times 3$ matrix and let $M$ be the corresponding linear transformation. Let $t_{1}, t_{2}, t_{3}$ denote the eigenvalues of $M$, and set

$$
\begin{gather*}
d=\left(\begin{array}{ccc}
t_{1} & 0 & 0 \\
0 & t_{2} & 0 \\
0 & 0 & t_{3}
\end{array}\right] . \text { Then there exists an orthogonal matrix } r \text { of } \mathbb{R}^{3} \text { such that } \\
m=r d r^{-1} \tag{11}
\end{gather*}
$$

Proof. By the Spectral Theorem, $M$ has eigenvectors $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}$ with eigenvalues $t_{1}, t_{2}, t_{3}$ such that $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}$ form an orthonormal set in $\mathbb{R}^{3}$. In particular, $\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}$ are linearly independent, and so we can make use of Theorem 3.11. We set $r=\left(\mathbf{X}_{1}\left|\mathbf{X}_{2}\right| \mathbf{X}_{3}\right)$. By Theorem 3.11, $m=r d r^{-1}$. The only thing left to prove is that $r$ is an orthogonal matrix. But the columns of $r$ are orthonormal vectors, so by Exercise 26 of Chapter 3.6, $r$ is an orthogonal matrix.

Example 3. In Example 2, we studied the matrix $m=\left(\begin{array}{lll}1 & 0 & 5 \\ 0 & 1 & 3 \\ 5 & 3 & 1\end{array}\right]$ and found the eigenvalues $t_{1}=1, t_{2}=1+\sqrt{34}, t_{3}=1-\sqrt{34}$ and corresponding (normalized) eigenvectors

$$
\begin{gathered}
\mathbf{X}_{1}=\frac{1}{\sqrt{34}}\left(\begin{array}{c}
-3 \\
5 \\
0
\end{array}\right), \quad \mathbf{X}_{2}=\frac{1}{\sqrt{68}}\left(\begin{array}{c}
5 \\
3 \\
\sqrt{34}
\end{array}\right), \quad \mathbf{X}_{3}=\frac{1}{\sqrt{68}}\left(\begin{array}{c}
5 \\
3 \\
-\sqrt{34}
\end{array}\right) \\
\text { Here } r=\left(\mathbf{X}_{1}\left|\mathbf{X}_{2}\right| \mathbf{X}_{3}\right)=\left(\begin{array}{ccc}
-3 / \sqrt{34} & 5 / \sqrt{68} & 5 / \sqrt{68} \\
5 / \sqrt{34} & 3 / \sqrt{68} & 3 / \sqrt{68} \\
0 & 1 / \sqrt{2} & -1 / \sqrt{2}
\end{array}\right] . \text { Formula (11) gives } \\
\qquad\left(\begin{array}{lll}
1 & 0 & 5 \\
0 & 1 & 3 \\
5 & 3 & 1
\end{array}\right)=r\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1+\sqrt{34} & 0 \\
0 & 0 & 1-\sqrt{34}
\end{array}\right) r^{-1} .
\end{gathered}
$$

We note a useful consequence of formula (11).

Corollary 2. Let $m$ be a symmetric $3 \times 3$ matrix with eigenvalues $t_{1}, t_{2}, t_{3}$. Let $r$ be the matrix occurring in (11). Then for each positive integer $k$,

$$
(m)^{k}=r\left(\begin{array}{ccc}
t_{1}^{k} & 0 & 0  \tag{12}\\
0 & t_{2}^{k} & 0 \\
0 & 0 & t_{3}^{k}
\end{array}\right) r^{-1}
$$

Exercise 11. Use (12) to find $m^{5}$, where $\left(\begin{array}{lll}1 & 0 & 5 \\ 0 & 1 & 3 \\ 5 & 3 & 1\end{array}\right)$ is the matrix of Example 3.
Exercise 12. For each of the matrices $m$ in Exercise 10, obtain the form (11).

## CHAPTER 3.8

## Classification of Quadric Surfaces

A quadric surface is the 3-dimensional generalization of a conic section. Such a surface is determined by an equation in the variables $x, y, z$ so that each term is of second degree; for example,

$$
x^{2}+2 x y+3 z^{2}=1
$$

The general form of the equation of a quadric surface is

$$
\begin{equation*}
a x^{2}+2 b x y+2 c x z+d y^{2}+2 e y z+f z^{2}=1 \tag{1}
\end{equation*}
$$

where the coefficients $a, b, c, d, e$, and $f$ are constants. We would like to predict the shape of the quadric surface in terms of the coefficients, much in the same way that we described a conic section in terms of the coefficients of an equation

$$
a x^{2}+2 b x y+c y^{2}=1
$$

in two variables.
As in the 2-dimensional case, we may use the inner product and a symmetric matrix in order to describe the quadric surface. We may then use our analysis of symmetric matrices in order to get a classification of the associated quadric surfaces.

We denote by $A$ the linear transformation with matrix

$$
m=\left(\begin{array}{lll}
a & b & c \\
b & d & e \\
c & e & f
\end{array}\right) \quad \text { and } \quad \mathbf{X}=\left(\begin{array}{c}
x \\
y \\
z
\end{array}\right)
$$

so that

$$
A(\mathbf{X})=\left(\begin{array}{l}
a x+b y+c z \\
b x+d y+e z \\
c x+e y+f z
\end{array}\right)
$$

and

$$
\begin{aligned}
\mathbf{X} \cdot A(\mathbf{X}) & =a x^{2}+b y x+c z x+b x y+d y^{2}+e z y+c x z+e y z+f z^{2} \\
& =a x^{2}+2 b x y+2 c x z+d y^{2}+2 e y z+f z^{2} .
\end{aligned}
$$

We can therefore express relation (1) as

$$
\mathbf{X} \cdot A(\mathbf{X})=1
$$

Observe that $m$ is a symmetric matrix. Consider some examples: If $m$ is a diagonal matrix so that

$$
m=\left(\begin{array}{lll}
a & 0 & 0 \\
0 & d & 0 \\
0 & 0 & f
\end{array}\right)
$$

then the equation has the form

$$
a x^{2}+d y^{2}+f z^{2}=1
$$

If $a=d=f=(1 / r)^{2}$ for some $r>0$, then the equation becomes

$$
x^{2}+y^{2}+z^{2}=r^{2}
$$

and this is a sphere of radius $r$.
If $a, d$, and $f$ are all positive, then we may write

$$
a=\left(\frac{1}{\alpha}\right)^{2}=d=\left(\frac{1}{\beta}\right)^{2}, \quad \text { and } \quad f=\left(\frac{1}{\gamma}\right)^{2}
$$

and we have the equation

$$
\frac{x^{2}}{\alpha^{2}}+\frac{y^{2}}{\beta^{2}}+\frac{z^{2}}{\gamma^{2}}=1
$$

This gives an ellipsoid with axes along the coordinate axes of $\mathbb{R}^{3}$.
If $a$ and $d$ are positive and $f$ is negative, then

$$
a=\left(\frac{1}{\alpha}\right)^{2}, \quad d=\left(\frac{1}{\beta}\right)^{2}
$$

and $f=-1 / \gamma^{2}$ for some $a, \beta, \gamma$; so the equation becomes

$$
\frac{x^{2}}{\alpha^{2}}+\frac{y^{2}}{\beta^{2}}-\frac{z^{2}}{\gamma^{2}}=1
$$

This is a hyperboloid of one sheet.
If $a>0$, but $d<0, f<0$, then

$$
a=\left(\frac{1}{\alpha}\right)^{2}, \quad d=-\left(\frac{1}{\beta^{2}}\right), \quad f=-\left(\frac{1}{\gamma^{2}}\right) \quad \text { for some } \quad a, \beta, \gamma
$$

so the equation becomes

$$
\frac{x^{2}}{\alpha^{2}}-\frac{y^{2}}{\beta^{2}}-\frac{z^{2}}{\gamma^{2}}=1
$$

This is a hyperboloid of two sheets.

If $a<0, d<0, f<0$, there are no solutions, since the sum of three negative numbers can never be 1 .

What if one or more of the diagonal entries are zero? If $f=0$, we have $a x^{2}+d y^{2}=1$, and this is either an elliptical cylinder (if $a>0, d>0$ ), a hyperbolic cylinder (if $a>0, d<0$ ), or no locus at all if $a<0, d<0$.

If $f=0$ and $d=0$, and $a>0$, then we have $a x^{2}=1$, and this is a pair of planes $x= \pm 1 / \sqrt{a}$.

If $a=0=d=f$, we have no locus.
This completes the classification of quadric surfaces corresponding to diagonal matrices.

What if the matrix $m$ is not diagonal, or, in other words, if one of the cross-terms in Eq. (1), $2 b x y, 2 c x z, 2 e y z$, is nonzero?

In this case, we shall introduce new coordinates $\left(\begin{array}{l}u \\ v \\ w\end{array}\right)$ for each vector $\left(\begin{array}{l}x \\ y \\ z\end{array}\right)$ in such a way that, expressed in terms of $u, v, w$, Eq. (1) takes on a simpler form. Recall that by formula (11) of Section 3.7, there exists an orthogonal matrix $r$ such that

$$
m=r d r^{-1}
$$

where $d=\left(\begin{array}{ccc}t_{1} & 0 & 0 \\ 0 & t_{2} & 0 \\ 0 & 0 & t_{3}\end{array}\right]$ is the diagonal matrix formed with the eigenvalues $t_{1}, t_{2}, t_{3}$ of $A$. In other words, we have

$$
\begin{equation*}
A=R D R^{-1} \tag{2}
\end{equation*}
$$

where $R$ and $D$ are the linear transformations whose matrices are $r$ and $d$. Note that since $r$ is an orthogonal matrix, $R$ is an isometry.

If $\mathbf{X}=\left(\begin{array}{l}x \\ y \\ z\end{array}\right)$ is any vector, let $\mathbf{U}=\left(\begin{array}{c}u \\ v \\ w\end{array}\right)$ be the vector defined by

$$
\begin{equation*}
\mathbf{U}=R^{-1}(\mathbf{X}) \tag{3a}
\end{equation*}
$$

We regard $u, v, w$ as new coordinates of $\mathbf{X}$. Then

$$
\begin{equation*}
\mathbf{X}=R(\mathbf{U}) \tag{3b}
\end{equation*}
$$

By (2), $A(\mathbf{X})=\left(R D R^{-1}\right)(\mathbf{X})=R D(\mathbf{U})$, so $\mathbf{X} \cdot A(\mathbf{X})=R(\mathbf{U}) \cdot R(D(\mathbf{U}))$.
Since $R$ is an isometry, the right-hand side equals $\mathbf{U} \cdot D(\mathbf{U})=$ $\left(\begin{array}{l}u \\ v \\ w\end{array}\right) \cdot\left(\begin{array}{ccc}t_{1} & 0 & 0 \\ 0 & t_{2} & 0 \\ 0 & 0 & t_{3}\end{array}\right)\left(\begin{array}{c}u \\ v \\ w\end{array}\right)=t_{1} u^{2}+t_{2} v^{2}+t_{3} w^{2}$. Expressing $\mathbf{X} \cdot A(\mathbf{X})$ in terms of $x, y, z$, we get:

## Theorem 3.12.

$$
\begin{equation*}
a x^{2}+2 b x y+2 c x z+d y^{2}+2 e y z+f z^{2}=t_{1} u^{2}+t_{2} v^{2}+t_{3} w^{2} . \tag{4}
\end{equation*}
$$

The quadric surface defined by' (1) thus has, as its equation in $u, v, w$,

$$
\begin{equation*}
t_{1} u^{2}+t_{2} v^{2}+t_{3} w^{2}=1 \tag{5}
\end{equation*}
$$

Note: The new coordinates $\left(\begin{array}{c}u \\ v \\ w\end{array}\right)$ of a vector $\mathbf{X}=\left(\begin{array}{c}x \\ y \\ z\end{array}\right)$ are actually the coordinates of $\mathbf{X}$ relative to a system of orthogonal coordinate axes. Since $R$ is an isometry, the vectors $R\left(\mathbf{E}_{1}\right), R\left(\mathbf{E}_{2}\right), R\left(\mathbf{E}_{3}\right)$ are three mutually orthogonal unit vectors in $\mathbb{R}^{3}$.

$$
\mathbf{U}=\left(\begin{array}{l}
u \\
v \\
w
\end{array}\right)=u \mathbf{E}_{1}+v \mathbf{E}_{2}+w \mathbf{E}_{3}
$$

so

$$
\mathbf{X}=R(\mathbf{U})=u R\left(\mathbf{E}_{1}\right)+v R\left(\mathbf{E}_{2}\right)+w R\left(\mathbf{E}_{3}\right) .
$$

Thus $\left(\begin{array}{l}u \\ v \\ w\end{array}\right)$ are the coordinates of $\mathbf{X}$ in the system whose coordinate axes lie along the vectors $R\left(\mathbf{E}_{1}\right), R\left(\mathbf{E}_{2}\right), R\left(\mathbf{E}_{3}\right)$.

Example 1. We wish to classify the quadric surface

$$
\Sigma: x^{2}+2 x y-2 x z=1
$$

The corresponding symmetric matrix $m$ here is $\left[\begin{array}{ccc}1 & 1 & -1 \\ 1 & 0 & 0 \\ -1 & 0 & 0\end{array}\right]$. By Example 1 of Chapter 3.7, the eigenvalues of $m$ are $t_{1}=0, t_{2}=2, t_{3}=-1$. We introduce new coordinates $u, v, w$ as described above. By (5), we find that an equation for $\Sigma$ in the new coordinates is

$$
\begin{equation*}
2 v^{2}-w^{2}=1 \tag{6}
\end{equation*}
$$

Hence $\Sigma$ is a hyperbolic cylinder.
Question: How do we express the new coordinates $\left(\begin{array}{l}u \\ v \\ w\end{array}\right)$ of a point $\mathbf{X}=\left(\begin{array}{l}x \\ y \\ z\end{array}\right)$ in terms of the original coordinates here? We found in Example 1, Chapter 3.7, that the normalized eigenvectors of the matrix $m=$ $\left(\begin{array}{ccc}1 & 1 & -1 \\ 1 & 0 & 0 \\ -1 & 0 & 0\end{array}\right)$ are

$$
\mathbf{X}_{1}=\frac{1}{\sqrt{2}}\left(\begin{array}{l}
0 \\
1 \\
1
\end{array}\right), \quad \mathbf{X}_{2}=\frac{1}{\sqrt{6}}\left(\begin{array}{c}
2 \\
1 \\
-1
\end{array}\right), \quad \mathbf{X}_{3}=\frac{1}{\sqrt{3}}\left[\begin{array}{c}
1 \\
-1 \\
1
\end{array}\right] .
$$

By the way the matrix $r$ occurring in (11) of Chapter 3.7 was obtained, we now have

$$
r=\left(\begin{array}{ccc}
0 & \frac{2}{\sqrt{6}} & \frac{1}{\sqrt{3}} \\
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{6}} & -\frac{1}{\sqrt{3}} \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{6}} & \frac{1}{\sqrt{3}}
\end{array}\right)
$$

Since $r$ is an orthogonal matrix, we have

$$
r^{-1}=r^{*}=\left(\begin{array}{ccc}
0 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{2}{\sqrt{6}} & \frac{1}{\sqrt{6}} & -\frac{1}{\sqrt{6}} \\
\frac{1}{\sqrt{3}} & -\frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}}
\end{array}\right)
$$

If $\mathbf{X}$ is any vector, $\left(\begin{array}{c}x \\ y \\ z\end{array}\right)$ are its old coordinates and $\left(\begin{array}{c}u \\ v \\ w\end{array}\right)$ its new coordinates, then by (3a),

$$
\left(\begin{array}{l}
u  \tag{7}\\
v \\
w
\end{array}\right)=R^{-1}\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right]=\left[\begin{array}{ccc}
0 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{2}{\sqrt{6}} & \frac{1}{\sqrt{6}} & -\frac{1}{\sqrt{6}} \\
\frac{1}{\sqrt{3}} & -\frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}}
\end{array}\right]\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right] .
$$

Equations (7) allow us to calculate the new coordinates for any given vector $\left(\begin{array}{l}x \\ y \\ z\end{array}\right)$ in terms of $x, y$, and $z$.

Exercise 1. Classify the quadric surface:

$$
x^{2}+10 x z+y^{2}+6 y z+z^{2}=1
$$

(see Example 2, p. 197).
Exercise 2. Find an equation in new coordinates of the form

$$
\lambda_{1} u^{2}+\lambda_{2} v^{2}+\lambda_{3} w^{2}=1
$$

for the quadric surface $-4 x^{2}+2 y^{2}+3 y z+2 z^{2}=1$.

So far, we have been looking at surfaces with equation (1):

$$
a x^{2}+2 b x y+2 c x z+d y^{2}+2 e y z+f z^{2}=1
$$

If we replace the constant 1 by the constant 0 in this equation, we get the equation

$$
\begin{equation*}
a x^{2}+2 b x y+2 c x z+d y^{2}+2 e y z+f z^{2}=0 \tag{8}
\end{equation*}
$$

(We exclude the case when all the coefficients equal zero.) What kind of locus is defined by this equation?

Example 1a. $x^{2}+y^{2}+z^{2}=0$. This equation defines a single point, the origin.

Example 1b. $x^{2}+y^{2}-z^{2}=0$. This defines a (double) cone with axis along the $z$-axis and vertex at the origin.

Example 1c. $y^{2}+z^{2}=0$. This defines a straight line, the $x$-axis.
Example 1d. $x^{2}=0$. This defines a plane: $x=0$.
Have we exhausted all the geometric possibilities by these examples? Let $\Sigma$ denote the locus in $\mathbb{R}^{3}$ defined by equation (8). Using Theorem 3.12, we see that in suitable new coordinates $u, v, w$, equation (8) can be written

$$
\begin{equation*}
t_{1} u^{2}+t_{2} v^{2}+t_{3} w^{2}=0 \tag{9}
\end{equation*}
$$

where $t_{1}, t_{2}, t_{3}$ are fixed scalars.
CASE 1. $t_{1}>0, t_{2}>0, t_{3}>0$.
Clearly then, only $u=v=w=0$ satisfies equation (9), so $\Sigma$ consists of one point, the origin.

Case 2. $t_{1}>0, t_{2}>0, t_{3}<0$.
We write $t_{3}=-k$ with $k>0$. Then, (9) becomes

$$
t_{1} u^{2}+t_{2} v^{2}=k w^{2} \quad \text { or } \quad s_{1} u^{2}+s_{2} v^{2}=w^{2}
$$

where $s_{1}, s_{2}$ are positive constants. It follows that, in this case, $\Sigma$ is an elliptic cone, with the axis along the $w$-axis and the vertex at the origin. The slice of $\Sigma$ by the plane: $w=w_{0}$ where $w_{0}$ is a constant $\neq 0$, is the ellipse: $s_{1} u^{2}+s_{2} v^{2}=w_{0}^{2}$ in that plane (see Fig. 3.23).

Exercise 3. Examining the remaining cases, where each $t_{i}$ is either positive, negative, or zero, shows that the only geometric possibilities for $\Sigma$, other than those in Cases 1 and 2 are:


Figure 3.23
(a) a straight line through the origin;
(b) a plane through the origin; and
(c) a pair of planes, each of which passes through the origin.

Exercise 4. Describe the locus with the equation,

$$
x^{2}-4 y^{2}-4 y z-z^{2}=0 .
$$

## CHAPTER 4.0

## Vector Geometry in $n$-Space, $n \geqslant 4$

## §1. Introduction

In the preceding chapters, we have seen how the language and techniques of linear algebra can unify large parts of the geometry of vectors in 2 and 3 dimensions. What begins as an alternative way of treating problems in analytic geometry becomes a powerful tool for investigating increasingly complicated phenomena, such as eigenvectors or quadratic forms, which would be difficult to approach otherwise.

In the case of 4 dimensions and higher, linear algebra has to be used almost from the very beginning to define the concepts that correspond to geometric objects in 2 and 3 dimensions. We cannot visualize these higherdimensional phenomena directly, but we can use the algebraic intuitions developed in 2 and 3 dimensions to guide us in the study of mathematical ideas that are not easily accessible. Many of the algebraic notions that we have used in lower dimensions can be transferred almost without change to dimensions of 4 and higher, and we will, therefore, continue to use familiar geometric terms, such as "vector," "dot product," "linear independence," and "eigenvector," when we study higher-dimensional geometry. For convenience, we will restrict most of our examples to 4 dimensions, but the same calculations work in $n$ dimensions for $n \geqslant 4$.

## §2. The Algebra of Vectors

A vector in 4 -space is defined to be a 4-tuple of real numbers [ $x_{1}, x_{2}$, $\left.x_{3}, x_{4}\right]$, with $x_{i}$ indicating the coordinate in the $i$ th place. We denote this
vector by a single capital letter $\mathbf{X}$, i.e., we write $\mathbf{X}=\left[x_{1}, x_{2}, x_{3}, x_{4}\right]$. The set of all vectors in 4 -space is denoted by $\mathbb{R}^{4}$. In a similar way, we denote by $\mathbb{R}^{n}$ the set of all vectors in $n$-space, where each vector $\mathbf{X}$ is an $n$-tuple of real numbers $\mathbf{X}=\left[x_{1}, x_{2}, \ldots, x_{n}\right]$. We will sometimes write a vector as a row of real numbers rather than a column, when no confusion can arise. It is not easy to "picture" the vector $\mathbf{X}$ as an arrow beginning at the origin and ending at a point in 4 -space or $n$-space. Nonetheless, the power of linear algebra is that it enables us to manipulate vectors in any dimension by using the same rules for addition and scalar multiplication that we used in dimensions 2 and 3 . In $\mathbb{P}^{n}$, we add two vectors by adding their components, so if $\mathbf{X}=\left[x_{1}, x_{2}, \ldots, x_{n}\right]$ and $\mathbf{U}=\left[u_{1}, u_{2}\right.$, $\left.\ldots, u_{n}\right]$, then $\mathbf{X}+\mathbf{U}=\left[x_{1}=u_{1}, x_{2}+u_{2}, \ldots, x_{n}+u_{n}\right]$. We multiply a vector by a scalar $r$ by multiplying each of the coordinates by $r$, so $r \mathbf{X}=$ $\left[r x_{1}, r x_{2}, \ldots, r x_{n}\right]$.

In 4-space, we set $\mathbf{E}_{1}=[1,0,0,0], \mathbf{E}_{2}=[0,1,0,0], \mathbf{E}_{3}=[0,0,1,0]$, $\mathbf{E}_{4}=[0,0,0,1]$, and we call these the four basis vectors of 4 -space. The first coordinate axis is then obtained by taking all multiples $x_{1} \mathbf{E}_{1}=$ [ $x_{1}, 0,0,0$ ] of $\mathbf{E}_{1}$, and the $i$ th coordinate axis is defined similarly for each $i=2,3,4$. Any vector in 4 -space may be uniquely expressed as a sum of vectors on the four coordinate axes $\mathbf{X}=x_{1} \mathbf{E}_{1}+x_{2} \mathbf{E}_{2}+x_{3} \mathbf{E}_{3}+x_{4} \mathbf{E}_{4}$. Similarly, any vector in $n$-space can be expressed as a linear combination of the $n$ basis vectors $\mathbf{E}_{i}$, where $\mathbf{E}_{i}$ has a 1 in the $i$ th position and 0 elsewhere. Any vector $\mathbf{X}$ in $\mathbb{R}^{n}$ can then be uniquely written as $\mathbf{X}=$ $x_{1} \mathbf{E}_{1}+x_{2} \mathbf{E}_{2}+\cdots+x_{n} \mathbf{E}_{n}$.

In dimension 3, we described $x_{1} \mathbf{E}_{1}+x_{2} \mathbf{E}_{2}+x_{3} \mathbf{E}_{3}$ as a diagonal segment in a rectangular prism with edges parallel to the coordinates axes. We drew a picture that was completely determined as soon as we chose a position for each of the basis vectors. We can do the same thing in the case of a vector in 4 dimensions, although it is not so immediately clear what we mean by the analog of a 4-dimensional rectangular parallelepiped or its $n$-dimensional counterpart. The basic insight that enables us to represent a vector on a 2-dimensional page is that we can determine the picture of any vector once we have the pictures of the basis vectors. Once we know the picture of $\mathbf{E}_{1}$, we can find the picture of $x_{1} \mathbf{E}_{1}$ simply by stretching it by a factor of $x_{1}$. Once we know the pictures of $x_{1} E_{1}$ and $x_{2} \mathbf{E}_{2}$, we can obtain a picture of $x_{1} \mathbf{E}_{1}+x_{2} \mathbf{E}_{2}$ just by finding the diagonal of the parallelogram they determine in the plane. We can then get a picture of $x_{1} \mathbf{E}_{1}+x_{2} \mathbf{E}_{2}+x_{3} \mathbf{E}_{3}$ just by taking the diagonal of the parallelogram formed by the pictures of $x_{1} \mathbf{E}_{1}+x_{2} \mathbf{E}_{2}$ and $x_{3} \mathbf{E}_{3}$, and similarly for $x_{1} \mathbf{E}_{1}+x_{2} \mathbf{E}_{2}+x_{3} \mathbf{E}_{3}+x_{4} \mathbf{E}_{4}$ (see Fig. 4.1). We may continue this process all the way to $x_{1} \mathbf{E}_{1}+x_{2} \mathbf{E}_{2}+\cdots+x_{n} \mathbf{E}_{n}$.

The line through $\mathbf{X}$ parallel to the non-zero vector $\mathbf{U}$ is defined to be the set of all vectors of the form $\mathbf{X}+t \mathbf{U}$ for all real numbers $t$.

Exercise 1. Let $\mathbf{X}=[1,2,0,-1]$ and $\mathbf{U}=[1,1,1,2]$. Find the intersection of the
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line through $\mathbf{X}$ parallel to $\mathbf{U}$ and the set of all vectors that have fourth coordinate 0 .

Exercise 2. Show that the line of Exercise 1 is the same as the line through $\mathbf{Y}=[3,4,2,3]$ parallel to $\mathbf{V}=[-2,-2,-2,-4]$. (Show that every vector of the form $\mathbf{X}+t \mathbf{U}$ can be written in the form $\mathbf{Y}+s \mathbf{V}$ for some choice of $s$, and conversely, that every vector of the form $\mathbf{Y}+s \mathbf{V}$ can be written in the form $\mathbf{X}+t \mathbf{U}$ for some $t$.)

Exercise 3. Show that the line of Exercise 1 meets the line through $\mathbf{Z}=[0,1,2,0]$ parallel to $\mathbf{W}=[-1,-1,-4,-5]$ at exactly one point. (Find $t$ and $s$ such that $\mathbf{X}+t \mathbf{U}=\mathbf{Z}+s \mathbf{W}$, and explain why there is only one such pair of scalars.)
Exercise 4. In $\mathbb{R}^{5}$, find the coordinates of the point on the line through $\mathbf{X}=$ $[1,2,3,4,5]$ parallel to $\mathbf{U}=[5,4,3,2,1]$ that has its last coordinate equal to 0 .

As in the case of $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$, vectors in $\mathbb{R}^{4}$ and $\mathbb{R}^{n}$ satisfy the following algebraic properties: For all vectors $\mathbf{X}, \mathbf{Y}, \mathbf{U}$ and all scalars $r$ and $s$, we have
(a) $(\mathbf{X}+\mathbf{Y})+\mathbf{U}=\mathbf{X}+(\mathbf{Y}+\mathbf{U})$.
(b) $\mathbf{X}+\mathbf{U}=\mathbf{U}+\mathbf{X}$.
(c) There is a vector $\mathbf{0}$ with $\mathbf{X}+\mathbf{0}=\mathbf{X}$ for all $\mathbf{X}$.
(d) For each $\mathbf{X}$, there is a vector $-\mathbf{X}$ with $\mathbf{X}+(-\mathbf{X})=\mathbf{0}$.
(e) $(r+s) \mathbf{X}=r \mathbf{X}+s \mathbf{X}$.
(f) $r(s(\mathbf{X}))=(r s) \mathbf{X}$.
(g) $r(\mathbf{X}+\mathbf{U})=r \mathbf{X}+r \mathbf{U}$.
(h) $1 \mathbf{X}=\mathbf{X}$ for all $\mathbf{X}$.

As in previous chapters, these properties may be verified componentwise.
We may use the properties of addition and scalar multiplication to define the notion of the centroid of a collection of vectors in $\mathbb{R}^{4}$ or $\mathbb{R}^{n}$. As before, we define the midpoint of a pair of vectors $\mathbf{X}$ and $\mathbf{U}$ to be $C(\mathbf{X}, \mathbf{U})=(\mathbf{X}+\mathbf{U}) / 2$ and the centroid of a triplet of vectors $\mathbf{X}, \mathbf{Y}, \mathbf{U}$ to be $C(\mathbf{X}, \mathbf{Y}, \mathbf{U})=(\mathbf{X}+\mathbf{Y}+\mathbf{U}) / 3$. Similarly, for any $r$-tuple of vectors $\mathbf{X}_{1}, \mathbf{X}_{2}$, $\ldots, \mathbf{X}_{r}$ in $\mathbb{R}^{n}$, we define the centroid to be $C\left(\mathbf{X}_{1}, \mathbf{X}_{2}, \ldots, \mathbf{X}_{r}\right)=\left(\mathbf{X}_{1}+\mathbf{X}_{2}+\right.$ $\left.\cdots+\mathbf{X}_{r}\right) / r$.

Example. $C\left(\mathbf{E}_{1}, \mathbf{E}_{2}, \mathbf{E}_{3}, \mathbf{E}_{4}\right)=[1,1,1,1] / 4=\left[\frac{1}{4}, \frac{1}{4}, \frac{1}{4}, \frac{1}{4}\right]$.
Recall that, in elementary geometry, the centroid of a triangle can be found by going two-thirds of the way from a vertex to the midpoint of the opposite side. In vector form, this is equivalent to the statement that $C(\mathbf{X}, \mathbf{Y}, \mathbf{U})=\left(\frac{1}{3}\right) \mathbf{X}+\left(\frac{2}{3}\right) C(\mathbf{Y}+\mathbf{U})$. A simple substitution shows that this is indeed correct.

Exercise 5. Show that the centroid of the tetrahedron determined by the four points $\mathbf{X}, \mathbf{Y}, \mathbf{U}, \mathbf{V}$ is three-fourths of the way from the vector $\mathbf{V}$ to the centroid of $\mathbf{X}, \mathbf{Y}$, and $\mathbf{U}$.

Exercise 6. Show that the centroid in Exercise 5 is the midpoint of the centroids $C(\mathbf{X}, \mathbf{Y})$ and $C(\mathbf{U}, \mathbf{V})$.

Exercise 7. Find a number $t$ such that the centroid of $\mathbf{E}_{1}, \mathbf{E}_{2}, \mathbf{E}_{3}, \mathbf{E}_{4}$, and $t\left(\mathbf{E}_{1}+\mathbf{E}_{2}+\mathbf{E}_{3}+\mathbf{E}_{4}\right)$ is $\mathbf{0}$.
Exercise 8. Show that the centroid of $\mathbf{X}, \mathbf{Y}, \mathbf{Z}, \mathbf{U}, \mathbf{V}$ is three-fifths of the way from the midpoint of $\mathbf{U}, \mathbf{V}$ to the centroid of $\mathbf{X}, \mathbf{Y}, \mathbf{Z}$.

## §3. Dot Product, Length, and Angle in $\mathbb{R}^{4}$ and $\mathbb{R}^{n}$

In 4-space, we may define the length of the vector $\mathbf{X}=\left[x_{1}, x_{2}, x_{3}, x_{4}\right]$ to be $\sqrt{\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}\right)}$. In general, in $\mathbb{R}^{n}$, we may define the length of any vector to be the square root of the sum of the squares of its coordinates. We denote this length by $|\mathbf{X}|$, a real number, which is never negative, and which equals 0 if, and only if, $\mathbf{X}=\mathbf{0}$. Moreover $|r \mathbf{X}|=|r||\mathbf{X}|$ for any scalar $r$ and any vector $\mathbf{X}$. If $\mathbf{X} \neq \mathbf{0}$, then we may write $\mathbf{X}=|\mathbf{X}| \mathbf{U}$, where $\mathbf{U}=\mathbf{X} /|\mathbf{X}|$ is a vector with unit length. The vectors of length 1 in $\mathbb{R}^{4}$ determine the unit sphere in $\mathbb{R}^{4}$, and more generally, the vectors of length 1 in $\mathbb{R}^{n}$ determine the unit sphere in $\mathbb{R}^{n}$.

Exercise 9. Show that for any choice of angles $a$ and $b$, the vector $\mathbf{U}=$ $(1 / \sqrt{2})[\cos (a), \sin (a), \cos (b), \sin (b)]$ is a unit vector in $\mathbb{R}^{4}$.

Exercise 10. Show that for any choice of angles $a, b$, and $c$, the vector $\mathbf{U}=$ $[\cos (a) \cos (c), \sin (a) \cos (c), \cos (b) \sin (c), \sin (b) \sin (c)]$ is a unit vector in $\mathbb{R}^{4}$.
Exercise 11. Show that for any choice of angles $a, b$, and $c$, the vector $\mathbf{U}=$ $[\cos (a) \cos (b) \cos (c), \cos (a) \cos (b) \sin (c), \cos (a) \sin (b), \sin (a)]$ is a unit vector in $\mathbb{R}^{4}$.
Exercise 12. Find the length of the vector $\cos (a) \mathbf{E}_{1}+\sin (a) \mathbf{E}_{2}+2 \cos (b) \mathbf{E}_{3}+$ $2 \sin (b) \mathbf{E}_{4}+3 \mathbf{E}_{5}$ in $\mathbb{R}^{5}$ and express this vector as a scalar multiple of a unit vector.

Definition. Five points in $\mathbb{R}^{n}$ are the vertices of a regular 4-simplex if the distance between any two points is the same.

Exercise 13. Find a number $t$ such that the points $\mathbf{E}_{1}, \mathbf{E}_{2}, \mathbf{E}_{3}, \mathbf{E}_{4}$, and $t\left(\mathbf{E}_{1}+\right.$ $\mathbf{E}_{2}+\mathbf{E}_{3}+\mathbf{E}_{4}$ ) form the vertices of a regular 4-simplex.

Exercise 14. Show that the endpoints of the five basis vectors in $\mathbb{R}^{5}$ form the vertices of a regular 4 -simplex.

Exercise 15. Show that for any $s$, the vector $s \mathbf{E}_{4}$ has the same distance from the four points $[1,1,1,0],[1,-1,-1,0],[-1,1,-1,0]$, and $[-1,-1,1,0]$. For which $s$ will these five points form the vertices of a regular 4 -simplex?
Exercise 16. Show that the distance between any two of the six vectors $\mathbf{E}_{1}+\mathbf{E}_{2}$, $\mathbf{E}_{1}+\mathbf{E}_{3}, \mathbf{E}_{1}+\mathbf{E}_{4}, \mathbf{E}_{\mathbf{2}}+\mathbf{E}_{3}, \mathbf{E}_{2}+\mathbf{E}_{4}, \mathbf{E}_{3}+\mathbf{E}_{4}$ is either 2 or $\sqrt{2}$.

As in dimensions 2 and 3, we may define a notion of dot product in $\mathbb{R}^{4}$ or $\mathbb{R}^{n}$, which enables us to develop many important geometric ideas in linear algebra. In $\mathbb{R}^{4}$, we define $\mathbf{X} \cdot \mathbf{U}=\left[x_{1}, x_{2}, x_{3}, x_{4}\right] \cdot\left[u_{1}, u_{2}, u_{3}, u_{4}\right]=$ $x_{1} u_{1}+x_{2} u_{2}+x_{3} u_{3}+x_{4} u_{4}$ and, more generally, in $\mathbb{R}^{n}$, we define $\mathbf{X} \cdot \mathbf{U}=$ $\left[x_{1}, x_{2}, \ldots, x_{n}\right] \cdot\left[u_{1}, u_{2}, \ldots, u_{n}\right]=x_{1} u_{1}+x_{2} u_{2}+\cdots+x_{n} u_{n}$. As before, $|\mathbf{X}|=\sqrt{\mathbf{X}} \cdot \mathbf{X}$, and $|\mathbf{X}|=0$ if and only if $\mathbf{X}=\mathbf{0}$. Moreover, $|\mathbf{X}|^{2}+|\mathbf{U}|^{2}$ $=|\mathbf{X}+\mathbf{U}|^{2}$ if, and only if, $\mathbf{X} \cdot \mathbf{U}=0$. Thus, the vectors $\mathbf{X}$ and $\mathbf{U}$ form the legs of a right triangle if and only if $\mathbf{X} \cdot \mathbf{U}=0$, so the condition that $\mathbf{X}$ and $\mathbf{U}$ be perpendicular or orthogonal is that their dot product is zero.

In $\mathbb{R}^{3}$, the set of vectors perpendicular to a fixed non-zero vector form a plane. In $\mathbb{R}^{4}$ or $\mathbb{R}^{n}$, the vectors orthogonal to a fixed non-zero vector form a hyperplane. For example, in $\mathbb{R}^{4}$, the set of vectors orthogonal to $\mathbf{E}_{4}$ is the hyperplane of all vectors with fourth coordinate zero.

Exercise 17. Describe the hyperplane in $\mathbb{R}^{4}$ consisting of all vectors that are orthogonal to the vector $\mathbf{E}_{1}+\mathbf{E}_{2}-\mathbf{E}_{3}-\mathbf{E}_{4}$.

Using componentwise arguments, we may establish the following properties of the dot product for any vectors $\mathbf{X}, \mathbf{U}, \mathbf{V}$ and any scalar $r$ :
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$$
\begin{aligned}
\mathbf{U} \cdot \mathbf{X} & =\mathbf{X} \cdot \mathbf{U} \\
(r \mathbf{X}) \cdot \mathbf{U} & =r(\mathbf{X} \cdot \mathbf{U}) \\
\mathbf{X} \cdot(\mathbf{U}+\mathbf{V}) & =\mathbf{X} \cdot \mathbf{U}+\mathbf{X} \cdot \mathbf{V}
\end{aligned}
$$

As in dimensions 2 and 3, we wish to define the angle between two vectors in such a way that the law of cosines will hold, i.e., for any two nonzero vectors $\mathbf{X}$ and $\mathbf{U}$ (see Fig. 4.2), we wish to have

$$
|\mathbf{X}-\mathbf{U}|^{2}=|\mathbf{X}|^{2}+|\mathbf{U}|^{2}-2|\mathbf{X}||\mathbf{U}| \cos \theta
$$

But by the properties of dot product, we have

$$
|\mathbf{X}-\mathbf{U}|^{2}=(\mathbf{X}-\mathbf{U}) \cdot(\mathbf{X}-\mathbf{U})=\mathbf{X} \cdot \mathbf{X}-2 \mathbf{X} \cdot \mathbf{U}+\mathbf{U} \cdot \mathbf{U}
$$

so

$$
|\mathbf{X}-\mathbf{U}|^{2}=|\mathbf{X}|^{2}+|\mathbf{U}|^{2}-2 \mathbf{X} \cdot \mathbf{U}
$$

We would then like to define $\cos \theta$ by the condition

$$
|\mathbf{X}||\mathbf{U}| \cos \theta=\mathbf{X} \cdot \mathbf{U} \text { and } \quad 0 \leqslant \theta \leqslant \pi
$$

but to do this, we must have $|\cos \theta| \leqslant 1$, i.e., $\cos ^{2} \theta \leqslant 1$. Thus we must show that for any nonzero $\mathbf{X}$ and $\mathbf{U}$, we have

$$
\left(\frac{\mathbf{X} \cdot \mathbf{U}}{|\mathbf{X}| \cdot|\mathbf{U}|}\right)^{2} \leqslant 1
$$

(This inequality is known as the Cauchy-Schwarz Inequality.)
One case is easy: If $\mathbf{U}=t \mathbf{X}$ for some $t$, then

$$
\frac{\mathbf{X} \cdot \mathbf{U}}{|\mathbf{X}||\mathbf{U}|}=\frac{\mathbf{X} \cdot t \mathbf{X}}{|\mathbf{X}||t \mathbf{X}|}=\frac{t \mathbf{X} \cdot \mathbf{X}}{|t||\mathbf{X}|^{2}}=\frac{t}{|t|}
$$

and $-1 \leqslant t /|t| \leqslant 1$, since $t /|t|=1$ if $t>0$ and $t /|t|=-1$ if $t<0$.
If $\mathbf{U}-t \mathbf{X} \neq \mathbf{0}$ for all $t$, then we can use the quadratic formula to provide the proof. We have

$$
0<|\mathbf{U}-t \mathbf{X}|^{2}=(\mathbf{U}-t \mathbf{X}) \cdot(\mathbf{U}-t \mathbf{X})=(\mathbf{U} \cdot \mathbf{U})-2(\mathbf{U} \cdot \mathbf{X}) t+(\mathbf{X} \cdot \mathbf{X}) t^{2}
$$

for all $t$. But if $(\mathbf{U} \cdot \mathbf{X})^{2}-(\mathbf{U} \cdot \mathbf{U})(\mathbf{X} \cdot \mathbf{X})$ were positive or zero, we would have solutions $t$ of the equation

$$
0=(\mathbf{U} \cdot \mathbf{U})-2(\mathbf{U} \cdot \mathbf{X}) t+(\mathbf{X} \cdot \mathbf{X}) t^{2}
$$

given by

$$
t=\frac{-(-2 \mathbf{U} \cdot \mathbf{X}) \pm \sqrt{4(\mathbf{U} \cdot \mathbf{X})^{2}-4(\mathbf{U} \cdot \mathbf{U})(\mathbf{X} \cdot \mathbf{X})}}{2(\mathbf{X} \cdot \mathbf{X})}
$$

Since we cannot have any such solutions, we must conclude that

$$
(\mathbf{U} \cdot \mathbf{X})^{2}<(\mathbf{U} \cdot \mathbf{U})(\mathbf{X} \cdot \mathbf{X})
$$

i.e.,

$$
\frac{(\mathbf{U} \cdot \mathbf{X})^{2}}{|\mathbf{U}|^{2}|\mathbf{X}|^{2}}<1
$$

We then define $\theta$ by the equation

$$
\cos \theta=\frac{\mathbf{X} \cdot \mathbf{U}}{|\mathbf{X}||\mathbf{U}|} \quad \text { for } \quad 0 \leqslant \theta \leqslant \pi
$$

If $\mathbf{U}=t \mathbf{X}$ for $t>0$, then $\cos \theta=1$ and $\theta=0$. If $\mathbf{U}=t \mathbf{X}$ for $t<0$, then $\cos \theta=-1$ and $\theta=\pi$. If $\mathbf{X} \cdot \mathbf{U}=0$, then $\theta=\pi / 2$ and we say that the vectors $\mathbf{X}$ and $\mathbf{U}$ are orthogonal.

Exercise 18. Show that for any $\theta$, the vectors $\cos \theta \mathbf{E}_{1}-\sin \theta \mathbf{E}_{3}$ and $\sin \theta \mathbf{E}_{1}+$ $\cos \theta \mathbf{E}_{3}$ are orthogonal in $\mathbb{R}^{4}$.
Exercise 19. Find a real number $t$ such that $\left[\begin{array}{c}1 \\ 2 \\ 1 \\ -1\end{array}\right]$ is orthogonal to $\left[\begin{array}{c}t \\ -t \\ 1-t \\ 2 t-1\end{array}\right]$.
We say that a collection of vectors is orthonormal if each vector has unit length and if any two distinct vectors in the set are orthogonal. For example, the basis vectors $\left\{\mathbf{E}_{1}, \mathbf{E}_{2}, \mathbf{E}_{3}, \mathbf{E}_{4}\right\}$ form an orthonormal set.

Exercise 20. Show that for any angle $\boldsymbol{\theta}$, the vectors $\left\{\cos \theta \mathbf{E}_{1}+\sin \theta \mathbf{E}_{4}, \mathbf{E}_{2}, \mathbf{E}_{3}\right.$, $-\sin \theta \mathbf{E}_{1}+\cos \theta \mathbf{E}_{4}$, \} form an orthonormal set.

Exercise 21. Show that the four vectors $\left(\begin{array}{l}x \\ y \\ u \\ v\end{array}\right],\left[\begin{array}{c}-y \\ x \\ -v \\ u\end{array}\right],\left[\begin{array}{c}u \\ -v \\ -x \\ y\end{array}\right],\left[\begin{array}{c}v \\ u \\ -y \\ -x\end{array}\right]$ are mutually orthogonal and all have the same length.
Exercise 22. Show that for all angles $\theta$ and $\phi$, the vectors

$$
\begin{aligned}
& \left\{\left(\cos \theta \mathbf{E}_{1}+\sin \theta \mathbf{E}_{2}\right) \cos \phi+\sin \phi \mathbf{E}_{3},\right. \\
& -\left(\cos \theta \mathbf{E}_{1}+\sin \theta \mathbf{E}_{2}\right) \sin \phi+\cos \phi \mathbf{E}_{3}, \\
& \left.-\sin \theta \mathbf{E}_{1}+\cos \theta \mathbf{E}_{2}, \mathbf{E}_{4}\right\}
\end{aligned}
$$

form an orthonormal set.
Exercise 23. Find the angle between the vectors $\mathbf{E}_{1}+\mathbf{E}_{2}$ and $\mathbf{E}_{1}+\mathbf{E}_{2}+\mathbf{E}_{3}+\mathbf{E}_{4}$.

Exercise 24. Find the angle between the vectors $\mathbf{E}_{3}-\frac{1}{2}\left(\mathbf{E}_{1}+\mathbf{E}_{2}\right)$ and $\mathbf{E}_{4}-\frac{1}{2}\left(\mathbf{E}_{1}\right.$ $+\mathrm{E}_{2}$ ).

Exercise 25. Find the angle between the vectors $\left(\begin{array}{l}1 \\ 1 \\ 1 \\ 1\end{array}\right)$ and $\left[\begin{array}{c}1 \\ 1 \\ 1 \\ -1\end{array}\right]$. What are the possible cosines of angles between the vector $\left(\begin{array}{l}1 \\ 1 \\ 1 \\ 1\end{array}\right]$ and the other vectors which have each coordinate 1 or -1 ?

Exercise 26. Show that if $\mathbf{U}, \mathbf{V}$, and $\mathbf{W}$ are distinct vectors with each coordinate 1 or -1 and if $\mathbf{V}$ and $\mathbf{W}$ each differ from $\mathbf{U}$ by exactly one coordinate, then $\mathbf{V}-\mathbf{U}$ and $\mathbf{W}-\mathbf{U}$ are orthogonal and they have the same length.

The collection of vectors $\mathbf{X}=\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3} \\ x_{4}\end{array}\right]$ with $-1 \leqslant x_{i} \leqslant 1$ for $i=1,2,3,4$ is called the 4 -cube centered at the origin.

## CHAPTER 4.1

## Transformations of $n$-Space, $n \geqslant 4$

By a transformation of 4 -space, we mean a rule $T$ which assigns to each vector $X$ of $\mathbb{R}^{4}$ some vector $T(X)$ of $\mathbb{R}^{4}$. The vector $T(X)$ is called the image of $X$ under $T$, and the collection of all images of vectors in $\mathbb{R}^{4}$ under the transformation $T$ is called the range of $T$. We continue to denote transformations by capital letters such as $P, Q, R, S, T$.

Examples of transformations are:
(1) Projection to the line along $\mathbf{U} \neq \mathbf{0}$ defined by

$$
P(\mathbf{X})=\left(\frac{\mathbf{X} \cdot \mathbf{U}}{\mathbf{U} \cdot \mathbf{U}}\right) \mathbf{U}
$$

(2) Reflection through the line along $\mathbf{U} \neq \mathbf{0}$ defined by

$$
S(\mathbf{X})=2 P(\mathbf{X})-\mathbf{X}
$$

(3) Multiplication by a scalar $t$ defined by

$$
D_{t}(\mathbf{X})=t \mathbf{X}
$$

(4) Projection to the hyperplane perpendicular to $\mathbf{U} \neq \mathbf{0}$ defined by

$$
Q(\mathbf{X})=\mathbf{X}-P(\mathbf{X})
$$

Example 1. Let $\mathbf{U}=\left(\begin{array}{l}1 \\ 1 \\ 1 \\ 1\end{array}\right)$ in $\mathbb{R}^{4}$; then

$$
\begin{aligned}
& P(\mathbf{X})=\left(\frac{x_{1}+x_{2}+x_{3}+x_{4}}{4}\right)\left(\begin{array}{l}
1 \\
1 \\
1 \\
1
\end{array}\right)=\frac{1}{4}\left(\begin{array}{l}
x_{1}+x_{2}+x_{3}+x_{4} \\
x_{1}+x_{2}+x_{3}+x_{4} \\
x_{1}+x_{2}+x_{3}+x_{4} \\
x_{1}+x_{2}+x_{3}+x_{4}
\end{array}\right), \\
& S(\mathbf{X})=2 P(\mathbf{X})-\mathbf{X}=\frac{1}{2}\left(\begin{array}{c}
-x_{1}+x_{2}+x_{3}+x_{4} \\
x_{1}-x_{2}+x_{3}+x_{4} \\
x_{1}+x_{2}-x_{3}+x_{4} \\
x_{1}+x_{2}+x_{3}-x_{4}
\end{array}\right], \\
& Q(\mathbf{X})=\frac{1}{4}\left(\begin{array}{c}
3 x_{1}-x_{2}-x_{3}-x_{4} \\
-x_{1}+3 x_{2}-x_{3}-x_{4} \\
-x_{1}-x_{2}+3 x_{3}-x_{4} \\
-x_{1}-x_{2}-x_{3}+3 x_{4}
\end{array}\right) .
\end{aligned}
$$

Exercise 1. In each of the following problems, let $P$ denote projection to the line along $\mathbf{U}$. Find a formula for the coordinates of the image $P(\mathbf{X})$ in terms of the coordinates of $\mathbf{X}$.
(a) $\mathbf{U}=\left(\begin{array}{l}1 \\ 0 \\ 0 \\ 0\end{array}\right]$,
(b) $\mathbf{U}=\left(\begin{array}{l}1 \\ 1 \\ 0 \\ 0\end{array}\right)$,
(c) $\mathbf{U}=\left(\begin{array}{c}1 \\ -1 \\ 1 \\ -1\end{array}\right)$,
(d) $\mathbf{U}=\left(\begin{array}{c}1 \\ 0 \\ 2 \\ -1\end{array}\right)$.

Exercise 2. For each of the vectors $\mathbf{U}$ in Exercise 1, find a formula for the image of the reflection $S(\mathbf{X})$ through the line along $U$.

Exercise 3. For each of the vectors $\mathbf{U}$ in Exercise 1, find a formula for $Q(\mathbf{X})$, where $Q$ is the projection to the hyperplane orthogonal to $\mathbf{U}$.

Using the description of a transformation in terms of its coordinates, we can define further transformations, such as:
(5) Rotation in the $x_{1} x_{2}$ plane by angle $\theta$ defined by

$$
R_{\theta}^{12}\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right)=\left[\begin{array}{c}
\cos \theta x_{1}-\sin \theta x_{2} \\
\sin \theta x_{1}+\cos \theta x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]
$$

Exercise 4. In terms of the coordinate of $\mathbf{X}=\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3} \\ x_{4}\end{array}\right]$, calculate the images $R_{\pi}^{12}(\mathbf{X})$, $R_{\pi / 4}^{12}(\mathbf{X}), R_{-\pi / 4}^{12}(\mathbf{X})$.

Similarly, we have the images of $R_{\theta}^{i j}$ in the $x_{i} x_{j}$ plane by setting $x_{k}^{\prime}=x_{k}$ for all $k \neq i, j$ and by defining

$$
\begin{aligned}
& x_{i}^{\prime}=\cos \theta x_{i}-\sin \theta x_{j} \\
& x_{j}^{\prime}=\sin \theta x_{i}+\cos \theta x_{j}
\end{aligned}
$$

Exercise 5. Calculate the images $R_{\pi}^{34}(\mathbf{X}), R_{\theta}^{34}\left(R_{\phi}^{12}(\mathbf{X})\right), R_{\phi}^{12}\left(R_{\theta}^{34}(\mathbf{X})\right), R_{\theta}^{23}\left(R_{\phi}^{12}(\mathbf{X})\right)$, $R_{\phi}^{12}\left(R_{\theta}^{23}(\mathbf{X})\right)$, where $\mathbf{X}=\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3} \\ x_{4}\end{array}\right]$.

Just as in the case of objects in 3 dimensions, we may picture objects in 4 -space by projecting them down to a 2 -dimensional plane. The easiest such projection is simply the projection to the first two coordinates in $\mathbb{R}^{4}$, i.e.,

$$
T\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right)=\binom{x_{1}}{x_{2}}
$$

We call this the projection to the 1-2-coordinate plane. Even though this transformation takes a vector in $\mathbb{R}^{4}$ and sends it to a vector in $\mathbb{R}^{2}$, it possesses the properties of a linear transformation since $T(\mathbf{X}+t \mathbf{U})=$
$T(\mathbf{X})+t T(\mathbf{U})$ for any $\mathbf{X}, \mathbf{U}$ in $\mathbb{R}^{4}$ and any real number $t$. In particular, the images of a line is another line if $T(\mathbf{U}) \neq \mathbf{0}$ and the image is a point if $T(\mathbf{U})=\mathbf{0}$. This fact makes it easy to draw 2-dimensional pictures of objects in 4-space which are composed of segments-we simply find the images of the vertices of the object and connect the image points by a segment in $\mathbb{R}^{2}$ if the original vertices are connected by a segment in $\mathbb{R}^{4}$.

Example 2. In $\mathbb{R}^{4}$, the points $\mathbf{U}=\left(\begin{array}{l}1 \\ 1 \\ 0 \\ 1\end{array}\right), \mathbf{V}=\left(\begin{array}{l}1 \\ 0 \\ 1 \\ 1\end{array}\right)$, and $\mathbf{W}=\left(\begin{array}{l}0 \\ 1 \\ 1 \\ 1\end{array}\right)$ determine an equilateral triangle. The image points are $T(\mathbf{U})=\binom{1}{1}, T(\mathbf{V})=\binom{1}{0}$, $T(\mathbf{W})=\binom{0}{1}$ (see Fig. 4.3).

Note that the image itself is not equilateral.
Example 3. The tetrahedron in $\mathbb{R}^{4}$ determined by the vertices $\mathbf{U}_{1}=\left(\begin{array}{l}1 \\ 1 \\ 0 \\ 1\end{array}\right)$, $\mathbf{U}_{2}=\left(\begin{array}{l}1 \\ 0 \\ 1 \\ 1\end{array}\right), \mathbf{U}_{3}=\left(\begin{array}{l}0 \\ 1 \\ 1 \\ 1\end{array}\right), \mathbf{U}_{4}=\left(\begin{array}{l}1 \\ 1 \\ 1 \\ 0\end{array}\right)$ has the same image as in Example 2 since $T\left(\mathbf{U}_{1}\right)=T\left(\mathrm{U}_{4}\right)=\binom{1}{1}$.


Figure 4.3

Example 4. The tetrahedron in $\mathbb{R}^{4}$ determined by the vertices $\mathbf{V}_{1}=\left(\begin{array}{c}2 \\ 2 \\ 1 \\ -1\end{array}\right)$, $\mathbf{V}_{2}=\left(\begin{array}{c}1 \\ -1 \\ 0 \\ 3\end{array}\right], \mathbf{V}_{3}=\left(\begin{array}{c}-1 \\ 1 \\ 6 \\ 4\end{array}\right), \mathbf{V}_{4}=\left(\begin{array}{c}-\frac{1}{2} \\ -\frac{1}{2} \\ 7 \\ 7\end{array}\right)$ has the image given by Figure 4.4.


Figure 4.4

Example 5. Consider the 4-cube centered at the origin with vertices given by the vectors with all coordinates either 1 or -1 . The projection $T$ of this 4-cube to the plane has only four distinct vertices $\binom{1}{1},\binom{1}{-1},\binom{-1}{1}$, $\binom{-1}{-1}$, even though the 4 -cube has 16 vertices. For example, the four vertices $\left(\begin{array}{l}1 \\ 1 \\ 1 \\ 1\end{array}\right],\left[\begin{array}{c}1 \\ 1 \\ 1 \\ -1\end{array}\right],\left[\begin{array}{c}1 \\ 1 \\ -1 \\ -1\end{array}\right],\left(\begin{array}{c}1 \\ 1 \\ -1 \\ 1\end{array}\right]$ are all sent to $\binom{1}{1}$ under $T$.

In order to get more useful pictures of an object like the 4-cube, we first rotate the object before projecting to the 1-2-coordinate plane. For exam-
ple, if we rotate the 4 -cube $\theta$ degrees in the 1-3-plane, we get

$$
R_{\theta}^{13}\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]=\left[\begin{array}{c}
\cos \theta x_{1}-\sin \theta x_{3} \\
x_{2} \\
\sin \theta x_{1}+\cos \theta x_{3} \\
x_{4}
\end{array}\right],
$$

so

$$
T R_{\theta}{ }^{13}\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]=\binom{\cos \theta x_{1}-\sin \theta x_{3}}{x_{2}} .
$$

If $\theta=30^{\circ}$, we then have $T R_{30}^{13}\left(\begin{array}{l}1 \\ 1 \\ 1 \\ 1\end{array}\right)=\binom{\sqrt{3} / 2-1 / 2}{1}$.
The picture opens up a certain amount, but we still see only eight distinct vertex images.

If we first rotate in the $1-3$-plane by $\theta$ degrees and then in the 2-4-plane by $\phi$ degrees we, get

$$
R_{\phi}^{24} R_{\theta}^{13}\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right)=\left(\begin{array}{c}
\cos \theta x_{1}-\sin \theta x_{3} \\
\cos \phi x_{2}-\sin \phi x_{4} \\
\sin \theta x_{1}+\cos \theta x_{3} \\
\sin \phi x_{2}+\cos \phi x_{4}
\end{array}\right),
$$

so

$$
T R_{\phi}^{24} R_{\theta}^{13}\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right)=\binom{\cos \theta x_{1}-\sin \theta x_{3}}{\cos \phi x_{2}-\sin \phi x_{4}}
$$

Thus

$$
T R_{45}^{24} R_{30}^{13}\left(\begin{array}{c}
1 \\
-1 \\
-1 \\
-1
\end{array}\right)=\binom{\sqrt{3} / 2+1 / 2}{-\sqrt{2} / 2+\sqrt{2} / 2}
$$

while

$$
T R_{30}^{24} R_{30}^{13}\left(\begin{array}{c}
1 \\
-1 \\
-1 \\
-1
\end{array}\right)=\left[\begin{array}{c}
\sqrt{3} / 2+1 / 2 \\
-\sqrt{3} / 2+1 / 2
\end{array}\right)
$$

We get 16 different images for the 16 vertices of the 4 -cube, but again it is difficult to interpret the image of the whole 4-cube.

If instead we first rotate in the 1-3-plane, then the 2-4-plane, then the 1-4-plane, we get a general position.

$$
T R_{\alpha}^{14} R_{\phi}^{24} R_{\theta}^{13}\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]=\binom{\cos \alpha\left(\cos \theta x_{1}-\sin \theta x_{3}\right)-\sin \alpha\left(\sin \phi x_{2}+\cos \phi x_{4}\right)}{\cos \phi x_{2}-\sin \phi x_{4}}
$$

Then

$$
\begin{aligned}
T R_{30}^{14} R_{30}^{24} R_{30}^{13}\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right) & =\left[\begin{array}{c}
\frac{\sqrt{3}}{2}\left(\frac{\sqrt{3}}{2} x_{1}-\frac{1}{2} x_{3}\right)-\frac{1}{2}\left(\frac{1}{2} x_{2}+\frac{\sqrt{3}}{2} x_{4}\right) \\
\frac{\sqrt{3}}{2} x_{2}-\frac{1}{2} x_{4}
\end{array}\right] \\
& =\left(\begin{array}{c}
\frac{3}{4} x_{1}-\frac{1}{4} x_{2}-\frac{\sqrt{3}}{4} x_{3}-\frac{\sqrt{3}}{4} x_{4} \\
\frac{\sqrt{3}}{2} x_{2}-\frac{1}{2} x_{4}
\end{array}\right]
\end{aligned}
$$

Finally, if we rotate by $\beta$ degrees in the 2-3-plane, we have

$$
\begin{aligned}
& T R_{\beta}^{23} R_{\alpha}^{14} R_{\phi}^{24} R_{\theta}^{13}\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right] \\
& \quad=\binom{\cos \alpha \cos \theta x_{1}-\sin \alpha \sin \phi x_{2}-\cos \alpha \sin \theta x_{3}-\sin \alpha \cos \phi x_{4}}{-\sin \beta \sin \phi x_{1}+\cos \beta \cos \phi x_{2}-\sin \beta \cos \theta x_{3}-\cos \beta \sin \phi x_{4}} .
\end{aligned}
$$

In particular,

$$
T R_{30}^{23} R_{30}^{14} R_{30}^{24} R_{30}^{13}\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right)=\binom{\frac{3}{4} x_{1}-\frac{1}{4} x_{2}-\frac{\sqrt{3}}{4} x_{3}-\frac{\sqrt{3}}{4} x_{4}}{-\frac{3}{4} x_{1}+\frac{1}{4} x_{2}-\frac{\sqrt{3}}{4} x_{3}-\frac{\sqrt{3}}{4} x_{4}}
$$

Now we have a picture in "general position" where no two images of coordinate axes are linearly dependent.

These are precisely the sorts of instructions which are used in producing computer graphics images (see Fig. 4.5), for example, in the film The

$\theta=30, \phi=0, \alpha=0, \beta=0$

$\theta=30, \phi=30, \alpha=30, \beta=0$

$\theta=30, \phi=30, \alpha=0, \beta=0$

$\theta=30, \phi=30, \alpha=30, \beta=10$

Figure 4.5
Hypercube: Projections and Slicing by Thomas Banchoff and Charles Strauss. We include several different pictures of that object corresponding to other values of $\theta, \phi, \alpha$, and $\beta$.

## CHAPTER 4.2

## Linear Transformations and Matrices

In Chapter 4.1 we examined a number of transformations $T$ of 4 -space all of which have the property that the coordinates of $T(\mathbf{X})$ are given as linear functions of the coordinates of $\mathbf{X}$. In each case we have formulas of the sort

$$
T\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right)=\left(\begin{array}{l}
a_{11} x_{1}+a_{12} x_{2}+a_{13} x_{3}+a_{14} x_{4} \\
a_{21} x_{1}+a_{22} x_{2}+a_{23} x_{3}+a_{24} x_{4} \\
a_{31} x_{1}+a_{32} x_{2}+a_{33} x_{3}+a_{34} x_{4} \\
a_{41} x_{1}+a_{42} x_{2}+a_{43} x_{3}+a_{44} x_{4}
\end{array}\right) .
$$

Any transformation which can be written in this form is called a linear transformation of 4-space.

The symbol $\left(\begin{array}{llll}a_{11} & a_{12} & a_{13} & a_{14} \\ a_{21} & a_{22} & a_{23} & a_{24} \\ a_{31} & a_{32} & a_{33} & a_{34} \\ a_{41} & a_{42} & a_{43} & a_{44}\end{array}\right)$ is called the matrix of the transformation $T$ and is denoted $m(T)$. We abbreviate $m(T)$ by $\left(\left(a_{i j}\right)\right)$, where $a_{i j}$ stands for the entry in the $i$ th row and the $j$ th column.

We can now list the matrices of the linear transformations in the examples of Chapter 4.1 (with $\mathbf{U}=\left(\begin{array}{l}1 \\ 1 \\ 1 \\ 1\end{array}\right)$ ):

$$
m(P)=\left(\begin{array}{cccc}
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & \frac{1}{4}  \tag{1}\\
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & \frac{1}{4} \\
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & \frac{1}{4} \\
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & \frac{1}{4}
\end{array}\right]
$$

$$
\begin{align*}
& m(S)=\left[\begin{array}{cccc}
-\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & -\frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} & -\frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2}
\end{array}\right],  \tag{2}\\
& m\left(D_{t}\right)=\left[\begin{array}{llll}
t & 0 & 0 & 0 \\
0 & t & 0 & 0 \\
0 & 0 & t & 0 \\
0 & 0 & 0 & t
\end{array}\right],  \tag{3}\\
& m(Q)=\left(\begin{array}{cccc}
\frac{3}{4} & -\frac{1}{4} & -\frac{1}{4} & -\frac{1}{4} \\
-\frac{1}{4} & \frac{3}{4} & -\frac{1}{4} & -\frac{1}{4} \\
-\frac{1}{4} & -\frac{1}{4} & \frac{3}{4} & -\frac{1}{4} \\
-\frac{1}{4} & -\frac{1}{4} & -\frac{1}{4} & \frac{3}{4}
\end{array}\right],  \tag{4}\\
& m\left(R_{\theta}^{12}\right)=\left[\begin{array}{cccc}
\cos \theta & -\sin \theta & 0 & 0 \\
\sin \theta & \cos \theta & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] . \tag{5}
\end{align*}
$$

As in dimensions 2 and 3, if $T$ is the linear transformation with matrix $m(T)=\left(\left(a_{i j}\right)\right)$, we then write

$$
\left(\left(a_{i j}\right)\right)(X)=\left(\left(a_{i j}\right)\right)\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right)=\left(\begin{array}{l}
a_{11} x_{1}+a_{12} x_{2}+a_{13} x_{3}+a_{14} x_{4} \\
a_{21} x_{1}+a_{22} x_{2}+a_{23} x_{3}+a_{24} x_{4} \\
a_{31} x_{1}+a_{32} x_{2}+a_{33} x_{3}+a_{34} x_{4} \\
a_{41} x_{1}+a_{42} x_{2}+a_{43} x_{3}+a_{44} x_{4}
\end{array}\right)=\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3} \\
y_{4}
\end{array}\right)
$$

and we say that the matrix $\left(\left(a_{i j}\right)\right)$ acts on the vector $\mathbf{X}$ to yield $\mathbf{Y}=\left(\begin{array}{l}y_{1} \\ y_{2} \\ y_{3} \\ y_{4}\end{array}\right]$. We may then write the equations for the coordinates of $\mathbf{Y}$ as

$$
y_{i}=a_{i 1} x_{1}+a_{i 2} x_{2}+a_{i 3} x_{3}+a_{i 4} x_{4}, \quad \text { for } \quad i=1,2,3,4
$$

As in dimensions 2 and 3 , we now prove two crucial properties of linear transformations, which show how a matrix acts on sums and scalar products. If $\mathbf{X}=\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3} \\ x_{4}\end{array}\right)$ and $\mathbf{U}=\left(\begin{array}{l}u_{1} \\ u_{2} \\ u_{3} \\ u_{4}\end{array}\right)$, and if $\mathbf{Y}=\left(\left(a_{i j}\right)\right)(\mathbf{X}+\mathbf{U})$, then

$$
\begin{aligned}
y_{i} & =a_{i 1}\left(x_{1}+u_{1}\right)+a_{i 2}\left(x_{2}+u_{2}\right)+a_{i 3}\left(x_{3}+u_{3}\right)+a_{i 4}\left(x_{4}+u_{4}\right) \\
& =\left(a_{i 1} x_{1}+a_{i 2} x_{2}+a_{i 3} x_{3}+a_{i 4} x_{4}\right)+\left(a_{i 1} u_{1}+a_{i 2} u_{2}+a_{i 3} u_{3}+a_{i 4} u_{4}\right) .
\end{aligned}
$$

Therefore, $\left(\left(a_{i j}\right)\right)(\mathbf{X}+\mathbf{U})=\left(\left(a_{i j}\right)\right) \mathbf{X}+\left(\left(a_{i j}\right)\right) \mathbf{U}$. It follows that $T(\mathbf{X}+\mathbf{U})$ $=T(\mathbf{X})+T(\mathbf{U})$.

Similarly, we may show that $T(r \mathbf{X})=r T(\mathbf{X})$ for any scalar $r$.
Conversely, if $T$ is a transformation such that $T(\mathbf{X}+\mathbf{U})=T(\mathbf{X})+T(\mathbf{U})$ and $T(r \mathbf{X})=r T(\mathbf{X})$ for all vectors $\mathbf{X}, \mathbf{U}$ and scalars $r$, then

$$
\begin{aligned}
& T\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right)=T\left(\left[\begin{array}{l}
x_{1} \\
0 \\
0 \\
0
\end{array}\right)+\left(\begin{array}{c}
0 \\
x_{2} \\
0 \\
0
\end{array}\right)+\left(\begin{array}{c}
0 \\
0 \\
x_{3} \\
0
\end{array}\right)+\left(\begin{array}{c}
0 \\
0 \\
0 \\
x_{4}
\end{array}\right)\right] \\
& =T\left(x_{1} \mathbf{E}_{1}+x_{2} \mathbf{E}_{2}+x_{3} \mathbf{E}_{3}+x_{4} \mathbf{E}_{4}\right) \\
& =x_{1} T\left(\mathbf{E}_{1}\right)+x_{2} T\left(\mathbf{E}_{2}\right)+x_{3} T\left(\mathbf{E}_{3}\right)+x_{4} T\left(\mathbf{E}_{4}\right) \text {. } \\
& \text { We define } a_{i j} \text { by setting } T\left(\mathbf{E}_{j}\right)=\left(\begin{array}{l}
a_{1 j} \\
a_{2 j} \\
a_{3 j} \\
a_{4 j}
\end{array}\right) \text {. Then } T\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right)=\left(\left(a_{i j}\right)\right)\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right] \text {. Hence, }
\end{aligned}
$$

$T$ is the linear transformation with matrix $\left(\left(a_{i j}\right)\right)$.
In summary, we have:

Theorem 4.1. A transformation $T$ of 4 -space is a linear transformation if and only if $T(\mathbf{X}+\mathbf{U})=T(\mathbf{X})+T(\mathbf{U})$ and $T(r \mathbf{X})=r T(\mathbf{X})$ for any vectors $\mathbf{X}$ and $\mathbf{U}$ and scalars $r$.

In much the same way as in dimensions 2 and 3, we may define the notions of products of transformations and of their corresponding matrices, of inverses, determinants, and eigenvalues. These procedures lead to systems of equations in four and more variables which we will take up in the next chapter. We do mention two facts which are important differences between dimension 4 and dimension 3 to help the student in pursuing the subject of linear algebra beyond the material in this book.

First of all, although every linear transformation in $\mathbb{R}^{3}$ had at least one eigenvalue, this property no longer holds in $\mathbb{R}^{4}$ (as indeed it did not in $\mathbb{R}^{2}$ ). For example, if we consider the double rotation $R_{\theta}^{34} R_{\phi}^{12}$, we have

$$
R_{\theta}^{34} R_{\phi}^{12}\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right)=\left(\begin{array}{c}
\cos \theta x_{1}-\sin \theta x_{2} \\
\sin \theta x_{1}+\cos \theta x_{2} \\
\cos \phi x_{3}-\sin \phi x_{4} \\
\sin \phi x_{3}+\cos \phi x_{4}
\end{array}\right),
$$

and if $R_{\theta}^{34} R_{\phi}^{12}(\mathbf{X})=\lambda \mathbf{X}$ for some $\lambda \neq 0$, we have, first of all,

$$
\begin{aligned}
& \cos \theta x_{1}-\sin \theta x_{2}=\lambda x_{1}, \\
& \sin \theta x_{1}+\cos \theta x_{2}=\lambda x_{2}
\end{aligned}
$$

so unless $x_{1}$ and $x_{2}=0$,

$$
(\cos \theta-\lambda)^{2}+\sin ^{2} \theta=0
$$

and, therefore,

$$
1+\lambda^{2}-2 \lambda \cos \theta=0
$$

The only solutions then are $\lambda=\left(2 \cos \theta \pm \sqrt{4 \cos ^{2} \theta-4}\right) / 2$. But this has solutions only if $\cos ^{2} \theta=1, \theta=0, \pi$. Similarly, the last two equations express the condition that

$$
\begin{aligned}
& \cos \phi x_{3}-\sin \phi x_{4}=\lambda x_{3} \\
& \sin \phi x_{3}+\cos \phi x_{4}=\lambda x_{4}
\end{aligned}
$$

which can only occur if $\phi=0$ or $\pi$ or if both $x_{3}$ and $x_{4}=0$. Therefore, in the case where neither $\theta$ nor $\phi$ is 0 or $\pi$, the transformation $R_{\theta}^{34} R_{\phi}^{12}$ will have no (real) eigenvalues or eigenvectors.

The definition of the determinant of a matrix in $\mathbb{R}^{4}$ is analogous to the definition in $\mathbb{R}^{2}$ or $\mathbb{R}^{3}$. We recall that we can express the $3 \times 3$ determinant in terms of $2 \times 2$ determinants as follows.

$$
\left|\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right|=a_{1}\left|\begin{array}{ll}
b_{2} & c_{2} \\
b_{3} & c_{3}
\end{array}\right|-a_{2}\left|\begin{array}{ll}
b_{1} & c_{1} \\
b_{3} & c_{3}
\end{array}\right|+a_{3}\left|\begin{array}{ll}
b_{1} & c_{1} \\
b_{2} & c_{2}
\end{array}\right|
$$

In $\mathbb{R}^{4}$, we define a $4 \times 4$ determinant in terms of $3 \times 3$ determinants:

$$
\left|\begin{array}{llll}
a_{1} & b_{1} & c_{1} & d_{1} \\
a_{2} & b_{2} & c_{2} & d_{2} \\
a_{3} & b_{3} & c_{3} & d_{3} \\
a_{4} & b_{4} & c_{4} & d_{4}
\end{array}\right|=a_{1}\left|\begin{array}{l}
b_{2} c_{2} d_{2} \\
b_{3} c_{3} d_{3} \\
b_{4} c_{4} d_{4}
\end{array}\right|-a_{2}\left|\begin{array}{l}
b_{1} c_{1} d_{1} \\
b_{3} c_{3} d_{3} \\
b_{4} c_{4} d_{4}
\end{array}\right|+a_{3}\left|\begin{array}{l}
b_{1} c_{1} d_{1} \\
b_{2} c_{2} d_{2} \\
b_{4} c_{4} d_{4}
\end{array}\right|-a_{4}\left|\begin{array}{l}
b_{1} c_{1} d_{1} \\
b_{2} c_{2} d_{2} \\
b_{3} c_{3} d_{3}
\end{array}\right| .
$$

For example,

$$
\begin{aligned}
& \left|\begin{array}{cccc}
\cos \theta-\lambda & -\sin \theta & 0 & 0 \\
\sin \theta & \cos \theta-\lambda & 0 & 0 \\
0 & 0 & \cos \phi-\lambda & -\sin \phi \\
0 & 0 & \sin \phi & \cos \phi-\lambda
\end{array}\right| \\
& =(\cos \theta-\lambda)\left|\begin{array}{ccc}
\cos \theta-\lambda & 0 & 0 \\
0 & \cos \phi-\lambda & -\sin \phi \\
0 & \sin \phi & \cos \phi-\lambda
\end{array}\right| \\
& \quad-\sin \theta\left|\begin{array}{ccc}
-\sin \theta & 0 & 0 \\
0 & \cos \phi-\lambda & -\sin \phi \\
0 & \sin \phi & \cos \phi-\lambda
\end{array}\right| \\
& =\left((\cos \theta-\lambda)^{2}+\sin ^{2} \theta\right)\left((\cos \phi-\lambda)^{2}+\sin ^{2} \phi\right) \\
& =\left(\lambda^{2}-2 \lambda \cos \theta+1\right)\left(\lambda^{2}-2 \lambda \cos \phi+1\right) .
\end{aligned}
$$

The only cases in which this determinant is zero occur when either $\theta$ or $\phi$ is 0 or $\pi$.

The determinant of an $n \times n$ matrix is defined inductively. If we assume that the determinant of an $(n-1) \times(n-1)$ matrix has already been defined, then we may obtain the determinant of an $n \times n$ matrix by using the following formula:

$$
\begin{aligned}
& \left|\begin{array}{ccccc}
a_{11} & a_{12} & a_{13} & \cdots & a_{1 n} \\
a_{21} & a_{22} & a_{23} & \cdots & a_{2 n} \\
a_{31} & a_{32} & a_{33} & \cdots & a_{1 n} \\
\vdots & & & \\
a_{n 1} & a_{n 2} & a_{n 3} & \cdots & a_{n n}
\end{array}\right|=a_{11}\left|\begin{array}{cccc}
a_{22} & a_{23} & \cdots & a_{2 n} \\
a_{32} & a_{33} & \cdots & a_{3 n} \\
\vdots & & & \\
a_{n 2} & a_{n 3} & \cdots & a_{n n}
\end{array}\right| \\
& \quad-a_{21}\left|\begin{array}{cccc}
a_{12} & a_{13} & \cdots & a_{1 n} \\
a_{22} & a_{23} & \cdots & a_{2 n} \\
\vdots & & \\
a_{n 2} & a_{n 3} & \cdots & a_{n n}
\end{array}\right|+a_{31}\left|\begin{array}{cccc}
a_{12} & a_{13} & \cdots & a_{1 n} \\
a_{22} & a_{23} & \cdots & a_{2 n} \\
\vdots & & & \\
a_{n 2} & a_{n 3} & \cdots & a_{n n}
\end{array}\right| \\
& +\cdots+(-1)^{n-1}\left|\begin{array}{cccc}
a_{12} & a_{13} & \cdots & a_{1 n} \\
a_{22} & a_{23} & \cdots & a_{2 n} \\
\vdots \\
a_{n-12} & a_{n-13} & \cdots & a_{n-1 n}
\end{array}\right| .
\end{aligned}
$$

Let $A$ be a linear transformation of $\mathbb{R}^{n}$ with matrix $m$ with entries $a_{i j}$. It can be shown that $A$ has an inverse if and only if the determinant of $\mathbf{m} \neq 0$.

## CHAPTER 4.3

## Homogeneous Systems of Equations in $n$-Space

In Chapters 2.4 and 3.4, we studied systems of linear equations in 2 and 3 unknowns. In this chapter, we will apply the techniques of linear algebra to systems of linear equations in $n$ unknowns where $n \geqslant 4$.

## Example 1. Let us look at the system

$$
\left\{\begin{array}{r}
x_{1}+2 x_{2}+3 x_{3}-x_{4}=0  \tag{1}\\
x_{2}+x_{3}+x_{4}=0
\end{array}\right.
$$

in four unknowns. By a solution of (1) we mean a vector $\mathbf{X}$ in $\mathbb{R}^{4}$,

$$
\mathbf{X}=\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right)
$$

which satisfies the two equations in system (1). Thus

$$
\left(\begin{array}{c}
-1 \\
-1 \\
1 \\
0
\end{array}\right) \text { and }\left(\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right)
$$

are two solutions of (1).
Let us find all solutions of (1). Assume

$$
\mathbf{X}=\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right)
$$

is a solution of (1). Subtracting twice the bottom equation from the top, we get

$$
\left(x_{1}+2 x_{2}+3 x_{3}-x_{4}\right)-2\left(x_{2}+x_{3}+x_{4}\right)=0-2(0)
$$

or

$$
x_{1}+x_{3}-3 x_{4}=0 .
$$

So we have

$$
\left\{\begin{array}{r}
x_{1}+x_{3}-3 x_{4}=0,  \tag{2}\\
x_{2}+x_{3}+x_{4}=0,
\end{array}\right.
$$

which we rewrite in the form:

$$
\left\{\begin{array}{l}
x_{1}=-x_{3}+3 x_{4},  \tag{3}\\
x_{2}=-x_{3}-x_{4} .
\end{array}\right.
$$

We just saw that every solution of the system (1) satisfies the system (3). Conversely, retracing our steps, we see that if $\mathbf{X}$ is a solution of (3), then $\mathbf{X}$ is also a solution of (1). But now (3) can be solved directly. We give arbitrary values to $x_{3}$ and $x_{4}$ and then use (3) to calculate $x_{1}$ and $x_{2}$. For instance, set $x_{3}=-10, x_{4}=3$. Then, by (3),

$$
x_{1}=10+3 \cdot 3=19
$$

and

$$
x_{2}=10-3=7 .
$$

Using these values for $x_{i}, i=1,2,3,4$, we get

$$
\mathbf{X}=\left(\begin{array}{c}
19 \\
7 \\
-10 \\
3
\end{array}\right)
$$

One can directly check that $\mathbf{X}$ is a solution of (1).
More generally, fix two numbers $u$, $v$. Set $x_{3}=u, x_{4}=v$ and define $x_{1}$ and $x_{2}$ by (3). Then

$$
\begin{aligned}
& x_{1}=-u+3 v, \\
& x_{2}=-u-v .
\end{aligned}
$$

Set

$$
\mathbf{X}=\left(\begin{array}{l}
x_{1}  \tag{4}\\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]=\left[\begin{array}{c}
-u+3 v \\
-u-v \\
u \\
v
\end{array}\right]=u\left[\begin{array}{c}
-1 \\
-1 \\
1 \\
0
\end{array}\right]+v\left[\begin{array}{c}
3 \\
-1 \\
0 \\
1
\end{array}\right] .
$$

Letting $u, v$ take on all possible scalar values, formula (4) then delivers all solutions of (1).

Next, we shall study an arbitrary system of $k$ equations in $n$ unknowns having the following form:

$$
\left\{\begin{array}{c}
a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 n} x_{n}=0  \tag{H}\\
a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 n} x_{n}=0 \\
\vdots \\
a_{k 1} x_{1}+a_{k 2} x_{2}+\cdots+a_{k n} x_{n}=0
\end{array}\right.
$$

$(\mathrm{H})$ is called a homogeneous system of linear equations.
Here $a_{i j}, 1 \leqslant i \leqslant k, 1 \leqslant j \leqslant n$, are certain given scalars called the coefficients of the system (H) and $x_{1}, \ldots, x_{n}$ are the unknowns. A solution of $(\mathrm{H})$ is an $n$-tuple of numbers

$$
\mathbf{X}=\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right)
$$

such that each of the $k$ equations in $(\mathrm{H})$ is satisfied by these $n$ numbers.
We recall the discussion in Chapter 4.0, §2: We define an $n$-tuple $\mathbf{X}$ as a vector in $n$-space, and we denote the totality of all such vectors by $\mathbb{R}^{n}$. Addition of vectors in $\mathbb{R}^{n}$ and multiplication of a vector by a scalar is defined by analogy with the definitions given for the case $n=4$, and the same basic algebraic properties hold which we noted in that case. Furthermore, the dot product of two vectors in $\mathbb{R}^{n}$ is defined as in Chapter 4.0, §3, by

$$
\mathbf{X} \cdot \mathbf{U}=x_{1} u_{1}+x_{2} u_{2}+\cdots+x_{n} u_{n}
$$

where

$$
\mathbf{X}=\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right), \quad \mathbf{U}=\left(\begin{array}{c}
u_{1} \\
u_{2} \\
\vdots \\
u_{n}
\end{array}\right) .
$$

Using dot-product notation, the system (H) can be written concisely as

$$
\left\{\begin{array}{c}
\mathbf{A}_{1} \cdot \mathbf{X}=0  \tag{H}\\
\mathbf{A}_{2} \cdot \mathbf{X}=0 \\
\vdots \\
\mathbf{A}_{k} \cdot \mathbf{X}=0
\end{array}\right.
$$

where $\mathbf{X}$ is the unknown vector $\left[\begin{array}{c}x_{1} \\ \vdots \\ x_{n}\end{array}\right]$ and

$$
\mathbf{A}_{1}=\left(\begin{array}{c}
a_{11} \\
a_{12} \\
\vdots \\
a_{1 n}
\end{array}\right), \quad \mathbf{A}_{2}=\left(\begin{array}{c}
a_{21} \\
a_{22} \\
\vdots \\
a_{2 n}
\end{array}\right), \quad \text { etc. }
$$

Using the dot product, we may give a geometric interpretation of homogeneous equations that allows us to solve a number of geometric problems in $n$-space analogous to those we can solve in spaces of 2 or 3 dimensions. The statement that $\mathbf{A} \cdot \mathbf{X}=0$ can be interpreted as saying that $\mathbf{X}$ is in the hyperplane orthogonal to $\mathbf{A}$. The statement that $\mathbf{A}_{1} \cdot \mathbf{X}=0$ and $\mathbf{A}_{2} \cdot \mathbf{X}=0$ then means that $\mathbf{X}$ is in the intersection of two hyperplanes. This intersection might be a hyperplane itself, in case $\mathbf{A}_{1}$ and $\mathbf{A}_{2}$ are linearly dependent, but if $\mathbf{A}_{1}$ and $\mathbf{A}_{2}$ are linearly independent, any vector orthogonal to both of them will be orthogonal to any linear combination of them. Thus, the solutions of this system of two linear equations can be interpreted as the collection of vectors orthogonal to the plane determined by $\mathbf{A}_{1}$ and $\mathbf{A}_{2}$. In the case $n=4$, the collection of vectors orthogonal to the plane containing $\mathbf{A}_{1}$ and $\mathbf{A}_{2}$ is itself a plane, and when we solve the system of linear equations, we are finding a basis for this plane. If we have a system of three homogeneous linear equations in 4 -space, and if the vectors $\mathbf{A}_{1}$, $\mathbf{A}_{2}, \mathbf{A}_{3}$ are linearly independent, then they span a hyperplane, and the solution of the system consists of all vectors in the line orthogonal to this hyperplane. Lines, planes, and hyperplanes through the origin (as well as $\mathbb{R}^{4}$ itself and the set consisting of the zero vector) are the only subsets of 4-dimensional space that are closed under addition and scalar multiplication, and any of these sets can be the set of solutions of a system of homogeneous equations. In Chapter 5, we will generalize this notion to higher dimensions by introducing the concept of a subspace of a vector space.

Next, we will describe a procedure for solving any system of $k$ homogeneous equations in $n$ unknowns. This procedure is known as Gaussian elimination and it is the basis for most algorithms used by computers in solving such systems.

To find all the solutions $X$ of a given system (H), consider a second system

$$
\left\{\begin{array}{c}
a_{11}^{\prime} x_{1}+a_{12}^{\prime} x_{2}+\cdots+a_{1 n}^{\prime} x_{n}=0 \\
\vdots \\
a_{k 1}^{\prime} x_{1}+a_{k 2}^{\prime} x_{2}+\cdots+a_{k n}^{\prime} x_{n}=0
\end{array}\right.
$$

We say that the systems $(\mathrm{H})$ and $\left(\mathrm{H}^{\prime}\right)$ are equivalent if every solution of $(\mathrm{H})$ is a solution of $\left(\mathrm{H}^{\prime}\right)$, and conversely.

To solve ( H ) it will be enough if we can find a system $\left(\mathrm{H}^{\prime}\right)$ which is, equivalent to $(\mathrm{H})$ and which is easy to solve. Note that we did just that in Example 1 when we found the system (2) which was equivalent to (1).

In the next example, $k=3$ and $n=4$.
Example 2. To solve

$$
\left\{\begin{align*}
x_{1}-2 x_{2}+3 x_{3} & =0  \tag{5}\\
x_{1}+x_{2}+x_{4} & =0 \\
4 x_{3}-x_{4} & =0
\end{align*}\right.
$$

subtract the top line from the middle line and leave the other lines alone. We get the new system

$$
\left\{\begin{align*}
x_{1}-2 x_{2}+3 x_{3} & =0  \tag{5a}\\
3 x_{2}-3 x_{3}+x_{4} & =0 \\
4 x_{3}-x_{4} & =0
\end{align*}\right.
$$

(5a) is equivalent to (5).
Next, add $\frac{2}{3}$ of the middle line in (5a) to the top line. We get

$$
\left\{\begin{align*}
x_{1} \quad+x_{3}+\frac{2}{3} x_{4} & =0  \tag{5b}\\
3 x_{2}-3 x_{3}+x_{4} & =0 \\
4 x_{3}-x_{4} & =0
\end{align*}\right.
$$

(5b) is equivalent to (5a), and so it follows that (5b) is equivalent to (5).
Next we add $-\frac{1}{4}$ times the bottom line of ( $5 b$ ) to the top line, getting

Finally, add $\frac{3}{4}$ of the bottom line of $(5 \mathrm{c})$ to the middle line, getting

$$
\left\{\begin{array}{rr}
x_{1} &  \tag{5~d}\\
& +\frac{11}{12} x_{4}
\end{array}=0,\right.
$$

As before, (5c) and (5d) are equivalent to (5). But (5d) can be solved at once. Give an arbitrary value to $x_{4}$ and then use ( 5 d ) to calculate $x_{1}, x_{2}, x_{3}$. We find

$$
\begin{aligned}
& x_{1}=-\frac{11}{12} x_{4}, \\
& x_{2}=\left(-\frac{1}{12}\right) x_{4}, \\
& x_{3}=\frac{1}{4} x_{4} .
\end{aligned}
$$

Hence, we get, as a solution of (5d):

$$
\mathbf{X}=\left(\begin{array}{l}
x_{1}  \tag{6}\\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right)=\left(\begin{array}{c}
-\frac{11}{12} x_{4} \\
-\frac{1}{12} x_{4} \\
\frac{1}{4} x_{4} \\
x_{4}
\end{array}\right]=x_{4}\left(\begin{array}{c}
-\frac{11}{12} \\
-\frac{1}{12} \\
\frac{1}{4} \\
1
\end{array}\right]
$$

For different choices of $x_{4}$, (6) gives all solutions of (5d) and, therefore, all solutions of (5).

The method just used in Example 2 can be applied to any system of the form (H). By a succession of steps in which a scalar times one line of the system is added to some other line, while the remaining lines are left unchanged, and, possibly, by relabeling the unknowns $x_{i}$, we finally obtain a system $\left(\mathrm{H}^{\prime}\right)$ of the following form:

$$
\left\{\begin{array}{llll}
x_{1} & & & +b_{11} x_{l+1}+b_{12} x_{l+2}+\cdots+b_{1, n-1} x_{n}=0 \\
& x_{2} & & \\
& & +b_{21} x_{l+1}+b_{22} x_{l+2}+\cdots+b_{2, n-1} x_{n}=0 \\
& & \ddots & \\
& & & x_{l}
\end{array}\right.
$$

where $l$ is some integer, depending on the system $(\mathrm{H})$, with $1 \leqslant l \leqslant n$, and $b_{i j}$ are certain constants, such that the original system $(\mathrm{H})$ and this system $\left(\mathrm{H}^{\prime}\right)$ are equivalent. To find all solutions of $\left(\mathrm{H}^{\prime}\right)$, and, therefore, of $(\mathrm{H})$, we need only fix numbers $u_{1}, u_{2}, \ldots, u_{n-l}$, set $x_{l+1}=u_{1}, \ldots, x_{n}=u_{n-l}$, and then find $x_{1}, x_{2}, \ldots, x_{l}$ from $\left(\mathrm{H}^{\prime}\right)$. We get

$$
\begin{gathered}
x_{1}=-b_{11} u_{1}-b_{12} u_{2}-\cdots-b_{1, n-l} u_{n-l} \\
x_{2}=-b_{21} u_{1}-b_{22} u_{2}-\cdots-b_{2, n-l} u_{n-l} \\
\vdots \\
x_{l}=-b_{l 1} u_{1}-b_{12} u_{2}-\cdots-b_{l, n-l} u_{n-l}
\end{gathered}
$$

The solution $\mathbf{X}$ of $(\mathrm{H})$ is then given by

$$
\mathbf{X}=\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{l} \\
x_{l+1} \\
x_{l+2} \\
\vdots \\
x_{n}
\end{array}\right)=\left(\begin{array}{c}
-b_{11} u_{1}-\cdots-b_{1, n-1} u_{n-l} \\
-b_{21} u_{1}-\cdots-b_{2, n-1} u_{n-l} \\
\vdots \\
-b_{l 1} u_{1}-\cdots-b_{l, n-l} u_{n-l} \\
u_{1} \\
u_{2} \\
\vdots \\
u_{n-l}
\end{array}\right) .
$$

In other words,

$$
\mathbf{X}=u_{1}\left(\begin{array}{c}
-b_{11}  \tag{7}\\
\vdots \\
-b_{l 1} \\
1 \\
0 \\
\vdots \\
0
\end{array}\right)+u_{2}\left(\begin{array}{c}
-b_{12} \\
\vdots \\
-b_{l 2} \\
0 \\
1 \\
\vdots \\
0
\end{array}\right)+\cdots+u_{n-l}\left(\begin{array}{c}
-b_{1, n-1} \\
\vdots \\
-b_{l, n-l} \\
0 \\
0 \\
\vdots \\
1
\end{array}\right)
$$

Letting $u_{1}, \ldots, u_{l}$ take on all possible scalar values, (7) gives us all solutions of $(\mathrm{H})$, and each choice of $u_{1}, \ldots, u_{l}$ provides a solution of $(\mathrm{H})$.

Example 3. Find a nonzero vector $\left[\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right]$ in $\mathbb{R}^{3}$ which is orthogonal to each of the vectors $\left(\begin{array}{l}2 \\ 3 \\ 0\end{array}\right)$ and $\left(\begin{array}{l}1 \\ 1 \\ 1\end{array}\right)$.

The condition on $x_{1}, x_{2}, x_{3}$ is

$$
\left\{\begin{align*}
2 x_{1}+3 x_{2} & =0  \tag{8}\\
x_{1}+x_{2}+x_{3} & =0
\end{align*}\right.
$$

So we must solve the system (8), of two equations in three unknowns. Subtracting $\frac{1}{2}$ the top line from the bottom line, we get the equivalent system

$$
\left\{\begin{align*}
2 x_{1}+3 x_{2} & =0  \tag{8a}\\
-\frac{1}{2} x_{2}+x_{3} & =0
\end{align*}\right.
$$

Adding 6 times the bottom line to the top one, we get the equivalent system

$$
\left\{\begin{align*}
2 x_{1}++6 x_{3} & =0  \tag{8b}\\
-\frac{1}{2} x_{2}+x_{3} & =0
\end{align*}\right.
$$

(8b) can now be solved to give

$$
\begin{aligned}
& x_{1}=-3 x_{3}, \\
& x_{2}=2 x_{3} .
\end{aligned}
$$

So the solution $\mathbf{X}=\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$ of (8) is given by

$$
\mathbf{X}=\left(\begin{array}{c}
-3 x_{3} \\
2 x_{3} \\
x_{3}
\end{array}\right)=x_{3}\left(\begin{array}{c}
-3 \\
2 \\
1
\end{array}\right)
$$

Here $x_{3}$ is an arbitrary scalar. In particular, taking $x_{3}=-1$, we get: The vector $\left(\begin{array}{c}3 \\ -2 \\ -1\end{array}\right)$ is orthogonal to $\left(\begin{array}{l}2 \\ 3 \\ 0\end{array}\right)$ and to $\left(\begin{array}{l}1 \\ 1 \\ 1\end{array}\right)$.

Note: We could have solved this problem by using the cross product.
Exercise 1. Find all solutions of the system in four unknowns:

$$
\begin{cases}x_{1} & +x_{4}=0  \tag{9}\\ x_{1} & -x_{4}=0 \\ x_{1}+x_{2}+x_{3}+x_{4}= & 0\end{cases}
$$

Exercise 2. Find all solutions of the system:

$$
\left\{\begin{array}{l}
x_{1}+2 x_{4}=0  \tag{10}\\
x_{1}+x_{2}+x_{3}+x_{4}=0
\end{array}\right.
$$

Exercise 3. Find all solutions of the system in $x_{1}, x_{2}, x_{3}, x_{4}$ :

$$
\left\{\begin{align*}
x_{1}+2 x_{2} & =0  \tag{11}\\
x_{2}+x_{3}+x_{4} & =0 \\
x_{1}+x_{2}-x_{3} & =0
\end{align*}\right.
$$

Exercise 4. Find all solutions of the system consisting of one equation in five variables:

$$
2 x_{1}-x_{2}+x_{3}-4 x_{4}+x_{5}=0 .
$$

Exercise 5. Find all vectors in $\mathbb{R}^{4}$ which are orthogonal in $\mathbb{R}^{4}$ :
(a) to the vector $\left(\begin{array}{c}1 \\ -1 \\ 1 \\ -1\end{array}\right)$;
(b) to the vectors $\left[\begin{array}{c}1 \\ -1 \\ 1 \\ -1\end{array}\right],\left[\begin{array}{c}0 \\ 1 \\ -1 \\ 0\end{array}\right]$;
(c) to the vectors $\left[\begin{array}{c}1 \\ -1 \\ 1 \\ -1\end{array}\right],\left[\begin{array}{c}0 \\ 1 \\ -1 \\ 0\end{array}\right],\left[\begin{array}{l}1 \\ 0 \\ 0 \\ 1\end{array}\right]$;
(d) to the vectors $\left(\begin{array}{c}1 \\ -1 \\ 1 \\ 1\end{array}\right],\left[\begin{array}{c}0 \\ 1 \\ -1 \\ 0\end{array}\right],\left[\begin{array}{l}1 \\ 0 \\ 0 \\ 1\end{array}\right]$;
(e) to the vectors $\left(\begin{array}{c}1 \\ -1 \\ 1 \\ 1\end{array}\right),\left(\begin{array}{l}0 \\ 1 \\ 1 \\ 0\end{array}\right),\left[\begin{array}{l}1 \\ 0 \\ 0 \\ 1\end{array}\right],\left[\begin{array}{c}1 \\ 0 \\ 0 \\ -1\end{array}\right)$.

Exercise 6. Find all vectors in $\mathbb{R}^{4}$ which are orthogonal to the vectors: $\left(\begin{array}{l}1 \\ 2 \\ 3 \\ 4\end{array}\right],\left[\begin{array}{l}5 \\ 6 \\ 7 \\ 8\end{array}\right]$.

## CHAPTER 4.4

## Inhomogeneous Systems of Equations in $n$-Space

## §1. Solutions of Systems of Equations

The procedures that we used to solve homogeneous systems of linear equations can be modified to solve systems of equations that are not homogeneous. Once we have any one solution to an inhomogeneous system of linear equations, we will be able to obtain all other solutions just by adding the solutions to the associated homogeneous system of linear equations. In the case of 4-dimensional space, the geometric interpretation of the solution set of a homogeneous system in terms of lines, plane, and hyperplanes through the origin leads to a corresponding description of the solution sets of inhomogeneous systems as lines, planes, and hyperplanes not passing through the origin.

Let $a_{i j}, 1 \leqslant i \leqslant k, 1 \leqslant j \leqslant n$ be a set of constants, and fix $k$ constants $u_{1}, u_{2}, \ldots, u_{k}$. The system

$$
\left\{\begin{array}{c}
a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 n} x_{n}=u_{1}  \tag{I}\\
a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 n} x_{n}=u_{2} \\
\vdots \\
a_{k 1} x_{1}+a_{k 2} x_{2}+\cdots+a_{k n} x_{n}=u_{k}
\end{array}\right.
$$

is called an inhomogeneous system of linear equations. If all the $u_{i}=0$, (I) turns into the homogeneous system $(\mathrm{H})$ which we studied in Chapter 4.3. We set

$$
\mathbf{U}=\left(\begin{array}{c}
u_{1} \\
u_{2} \\
\vdots \\
u_{k}
\end{array}\right), \quad \mathbf{X}=\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right) .
$$

$\mathbf{X}$ is a solution of (I) if the equations in (I) are satisfied. How can we solve such an inhomogeneous system? For $n=k=2$ and for $n=k=3$, we have studied such systems in earlier chapters. In the general case of arbitrary $k$ and $n$, we can proceed as in our solution of homogeneous systems in Chapter 4.3 to find a succession of systems that are equivalent to (I), until we reach a system ( $I^{\prime}$ ) of the following form, where we may have relabeled the $x_{i}$ :

$$
\left\{\begin{array}{cccc}
x_{1} & & & +b_{11} x_{l+1}+b_{12} x_{l+2}+\cdots+b_{1, n-l} x_{n}=v_{1} \\
& x_{2} & & +b_{21} x_{l+1}+b_{22} x_{l+2}+\cdots+b_{2, n-l} x_{n}=v_{2} \\
& \ddots & \vdots \\
& & & x_{l}+b_{l 1} x_{l+1}+b_{l 2} x_{l+2}+\cdots+b_{l, n-l} x_{n}=v_{l}
\end{array}\right.
$$

where $v_{1}, \ldots, v_{l}$ is a new sequence of constants, constructed out of the $u_{i}$. We then solve the system ( $\mathrm{I}^{\prime}$ ) directly by choosing $x_{l+1}, \ldots, x_{n}$ arbitrarily and solving for $x_{1}, x_{2}, \ldots, x_{l}$, using ( $\mathrm{I}^{\prime}$ ). In this way, we find all solutions of ( $\mathrm{I}^{\prime}$ ), and hence all solutions of (I).

Example 1. Solve the system

$$
\left\{\begin{align*}
2 x+3 y+z & =u  \tag{1}\\
x-y-z & =v \\
3 x+2 y & =w
\end{align*}\right.
$$

where $u, v, w$ are given numbers. Subtracting twice the middle line from the top line, and then three times the middle line from the bottom line, we get the equivalent system:

$$
\left\{\begin{align*}
x-y-z & =v \\
5 y+3 z & =u-2 v \\
5 y+3 z & =w-3 v
\end{align*}\right.
$$

By a similar procedure, we get the following system ( $1^{\prime \prime}$ ), equivalent to ( $1^{\prime}$ ), and, hence, also equivalent to (1):

$$
\left\{\begin{align*}
x-y-z & =v \\
5 y+3 z & =u-2 v \\
0 & =(w-3 v)-(u-2 v)=w-u-v
\end{align*}\right.
$$

Observe that $\left(1^{\prime \prime}\right)$ does not have solutions for every choice of $u, v, w$. The bottom line in ( $1^{\prime \prime}$ ) implies that if $\left(1^{\prime \prime}\right)$ has a solution, then $w=v+u$. One more step, adding $\frac{1}{5}$ times the middle of line $\left(1^{\prime \prime}\right)$ to the top line, gives

$$
\left\{\begin{align*}
x-\frac{2}{5} z & =v+\frac{1}{5}(u-2 v)=\frac{1}{5} u+\frac{3}{5} v \\
y+\frac{3}{5} z & =\frac{1}{5} u-\frac{2}{5} v \\
0 & =w-u-v
\end{align*}\right.
$$

( $1^{\prime \prime \prime}$ ) has the form ( $I^{\prime}$ ) discussed above. To solve ( $1^{\prime \prime \prime}$ ), we must have $w=u+v$. Under this assumption, we give $z$ an arbitrary value $t$ and find

$$
\left\{\begin{array}{l}
x=\frac{1}{5} u+\frac{3}{5} v+\frac{2}{5} t  \tag{2}\\
y=\frac{1}{5} u-\frac{2}{5} v-\frac{3}{5} t \\
z=r
\end{array}\right.
$$

For different choices of $t$, (2) provides us with all solutions of ( $1^{\prime \prime \prime}$ ) and, hence, all solutions of our original system (1). In particular, take $u=5$, $v=10, w=15$. Then the system

$$
\left\{\begin{align*}
2 x+3 y+z & =5  \tag{3}\\
x-y-z & =10 \\
3 x+2 y & =15
\end{align*}\right.
$$

is solved by fixing a value $t$ and setting

$$
\begin{aligned}
& x=1+6+\frac{2}{5} t=7+\frac{2}{5} t, \\
& y=1-4-\frac{3}{5} t=-3-\frac{3}{5} t \text {, } \\
& z=\quad=\quad t \text {. }
\end{aligned}
$$

One can check this by inserting these values in the system (3).
Exercise 1. Find all solutions of the system

$$
\begin{array}{r}
2 x+3 y+z=5 \\
x-y-z=10 .
\end{array}
$$

Exercise 2. Find conditions on $u_{1}, u_{2}, u_{3}, u_{4}$ under which there exists a solution $x_{1}$, $x_{2}, x_{3}, x_{4}$ of the system:

$$
\begin{aligned}
x_{1}-x_{2} & =u_{1}, \\
2 x_{1}+x_{3} & =u_{2}, \\
x_{1}-x_{4} & =u_{3}, \\
x_{2}-x_{4} & =u_{4} .
\end{aligned}
$$

Assuming these conditions are satisfied, find all solutions of the system.

Example 2. Solve the system in four unknowns:

$$
\left\{\begin{align*}
x_{1}+x_{2} & =u_{1}  \tag{4}\\
x_{2}+x_{3} & =u_{2} \\
x_{3}+x_{4} & =u_{3} \\
2 x_{1}-3 x_{2} & =u_{4}
\end{align*}\right.
$$

We can easily see that this system is equivalent to

$$
\left\{\begin{align*}
-5 x_{2} & =u_{4}-2 u_{1} \\
x_{2}+x_{3} & =u_{2} \\
x_{3}+x_{4} & =u_{3} \\
2 x_{1}-3 x_{2} & =u_{4}
\end{align*}\right.
$$

and ( $4^{\prime}$ ), in turn, is equivalent to

$$
\left\{\begin{align*}
-5 x_{2} & =u_{4}-2 u_{1} \\
x_{3} & =\frac{1}{5}\left(u_{4}-2 u_{1}\right)+u_{2}=-\frac{2}{5} u_{1}+u_{2}+\frac{1}{5} u_{4} \\
2 x_{1} & =u_{4}-\frac{3}{5}\left(u_{4}-2 u_{1}\right)=\frac{6}{5} u_{1}+\frac{2}{5} u_{4} \\
x_{3}+x_{4} & =u_{3}
\end{align*}\right.
$$

and, at last, $\left(4^{\prime \prime}\right)$ is equivalent to the system obtained from (4") by keeping the three top lines and replacing the bottom line by

$$
\begin{aligned}
x_{4} & =u_{3}-\left(-\frac{2}{5} u_{1}+u_{2}+\frac{1}{5} u_{4}\right) \\
& =\frac{2}{5} u_{1}-u_{2}+u_{3}-\frac{1}{5} u_{4} .
\end{aligned}
$$

Thus the solution of (4) is unique, with given $u_{i}$, and is as follows:

$$
\left\{\begin{array}{l}
x_{1}=\frac{6}{10} u_{1}+\frac{1}{5} u_{4}  \tag{5}\\
x_{2}=\frac{2}{5} u_{1}-\frac{1}{5} u_{4} \\
x_{3}=-\frac{2}{5} u_{1}+u_{2}+\frac{1}{5} u_{4} \\
x_{4}=\frac{2}{5} u_{1}-u_{2}+u_{3}-\frac{1}{5} u_{4}
\end{array}\right.
$$

inserting these values for the $x_{i}$ in (4), we can check that our solution is correct.

Note: In Example 1, the solution of the system (1) was not unique. Also, in Example 1, the solution exists only for certain choices of $u, v, w$. In Example 2, the solution was unique and exists for every choice of $u_{1}, u_{2}, u_{3}$, $u_{4}$. What can be said about the existence and uniqueness of the solutions for the system (I)? We state, without proof, the following basic result for the case $k=n$. Let us denote by $(\mathrm{H})$ the homogeneous system corresponding to (I), obtained by setting $u_{i}=0, i=1, \ldots, k$, in (I).

Theorem 4.2. Let $k=n$. We distinguish two cases:
(i) (H) has only the trivial solution $\mathbf{0}$. Then the inhomogeneous system (I) has a unique solution for every choice of the $u_{i}$.
(ii) (H) has a non-trivial solution. Then for certain $u_{i}$, (I) has no solution. Also, the solution of $(\mathrm{I})$ is never unique.
A proof of this theorem will be given in Chapter 5.2.
The following example will illustrate how Theorem 4.2 can be used in proofs.

Example 3. Given three points in the plane: $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right),\left(x_{3}, y_{3}\right)$, which are not collinear, show that there exists a circle which passes through the three points.

The circle $C$ with center $\left(x_{0}, y_{0}\right)$ and radius $R$ has the equation

$$
\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}=R^{2}
$$

or

$$
x^{2}-2 x x_{0}+x_{0}^{2}+y^{2}-2 y y_{0}+y_{0}^{2}=R^{2}
$$

We can rewrite this in the form

$$
x^{2}+y^{2}+a x+b y+c=0
$$

where $a, b, c$ are certain constants. This circle passes through our three given points if and only if

$$
x_{i}^{2}+y_{i}^{2}+a x_{i}+b y_{i}+c=0, \quad i=1,2,3
$$

Note that $x_{i}$ and $y_{i}$ are given numbers and $a, b$, and $c$ are numbers to be found. We can rewrite this system in the form:

$$
\left\{\begin{array}{l}
x_{1} a+y_{1} b+c=u_{1}  \tag{6}\\
x_{2} a+y_{2} b+c=u_{2} \\
x_{3} a+y_{3} b+c=u_{3}
\end{array}\right.
$$

where $u_{i}=-x_{i}^{2}-y_{i}^{2}$. We regard (6) as an inhomogeneous system of equations in the unknowns $a, b, c$. The corresponding homogeneous system is the following:

$$
\left\{\begin{array}{l}
x_{1} a+y_{1} b+c=0  \tag{7}\\
x_{2} a+y_{2} b+c=0 \\
x_{3} a+y_{3} b+c=0
\end{array}\right.
$$

Suppose that this system has a nonzero solution $a, b, c$. Then the line defined by

$$
a x+b y+c=0
$$

passes through each of our three points. This contradicts the assumption that the points are not collinear. Hence, (7) has only the trivial solution. Thus we have case (i) in Theorem 4.2 for the system (6), and so (6) has a solution $a, b, c$. It follows that

$$
x_{i}^{2}+y_{i}^{2}+x_{i} a+y_{i} b+c=0, \quad i=1,2,3 .
$$

The equation

$$
x^{2}+y^{2}+x a+y b+c=0
$$

is thus satisfied by $\left(x_{i}, y_{i}\right), i=1,2,3$. This equation can be written

$$
\left(x+\frac{a}{2}\right)^{2}+\left(y+\frac{b}{2}\right)^{2}=-c+\frac{a^{2}}{4}+\frac{b^{2}}{4}
$$

which represents a circle which passes through each of the three points.
Note: The existence of this circle could also be shown by elementary geometry. However, the method we used, based on Theorem 4.2, is applicable to a wide variety of situations, some of which are given as exercises at the end of this chapter.

## §2. Geometric Interpretation

What is the geometric interpretation of the set of solutions of an inhomogeneous system (I)? In the case of a homogeneous system of linear equations in $n$-dimensional space for $n \leqslant 4$, we have seen that the solution set is either empty, the whole space, or a line, a plane, or a hyperplane through the origin. Consider the following example in the plane.

Example 4. Let $L$ consist of all vectors $\mathbf{X}=(x, y)$ in $\mathbb{R}^{2}$, such that

$$
\begin{equation*}
2 x+3 y=5 \tag{8}
\end{equation*}
$$

Clearly, $L$ is a straight line that does not contain the origin. Let $L_{0}$ denote the solution set of the homogeneous equation obtained by replacing the right-hand side by 0 :

$$
\begin{equation*}
2 x+3 y=0 \tag{9}
\end{equation*}
$$

The set $L_{0}$ is a line through the origin. How are $L$ are $L_{0}$ related? We can easily find one solution for the inhomogeneous equation (8), for example, the point $(1,1)$. If $(x, y)$ satisfies $2 x+3 y=5$, then $2(x-1)+3(y-1)=0$ so $(x, y)-(1,1)$ is a solution of the homogeneous equation. We can obtain any solution $(x, y)$ of the inhomogeneous equation by adding the particular solution $(1,1)$ to a solution of the homogeneous equation. Geometrically speaking, we can obtain the solution set $L$ of (I) by moving the solution set $L_{0}$ of (H) parallel to itself, translating the line $L_{0}$ by the fixed vector (1, 1) (see Fig. 4.3).

This procedure generalizes to arbitrary dimensions.


Figure 4.3

Proposition 1. Let $W$ be the set of solutions in $\mathbb{R}^{n}$ of the inhomogeneous system of equations $(\mathrm{I})$. Then there is a vector $\mathbf{X}_{0}$, so that any element of $W$ can be written as $\mathbf{X}_{0}+\mathbf{Y}$, where $\mathbf{Y}$ is a solution of the associated homogeneous system $(\mathrm{H})$. Thus, $W$ is obtained by translating the solution set of $(\mathrm{H})$ by the vector $\mathbf{X}_{0}$.

To show this, we write the system (I) in the form:

$$
\begin{equation*}
\mathbf{A}_{1} \cdot \mathbf{X}=u_{1}, \ldots, \mathbf{A}_{k} \cdot \mathbf{X}=u_{k} \tag{I}
\end{equation*}
$$

where $\mathbf{A}_{1}=\left(\begin{array}{c}a_{11} \\ a_{12} \\ \vdots \\ a_{1 n}\end{array}\right), \ldots, \mathbf{A}_{k}=\left(\begin{array}{c}a_{k 1} \\ a_{k 2} \\ \vdots \\ a_{k n}\end{array}\right)$. Choose $\mathbf{X}^{0}=\left(\begin{array}{c}x_{1}^{0} \\ \vdots \\ x_{n}^{0}\end{array}\right)$ satisfying (I). Then if
$\mathbf{X}$ satisfies (I),

$$
\mathbf{A}_{1} \cdot\left(\mathbf{X}-\mathbf{X}^{0}\right)=\mathbf{A}_{1} \cdot \mathbf{X}-\mathbf{A}_{1} \cdot \mathbf{X}^{0}=\mathbf{A}_{1} \cdot \mathbf{X}-u_{1}=u_{1}-u_{1}=0
$$

Hence,

$$
\mathbf{A}_{1} \cdot\left(\mathbf{X}-\mathbf{X}^{0}\right)=0 .
$$

Similarly, $\mathbf{A}_{j} \cdot\left(\mathbf{X}-\mathbf{X}^{0}\right)=0, j=2, \ldots, k$. Thus $\mathbf{X}-\mathbf{X}^{0}$ satisfies the homogeneous system (H) which corresponds to (I).

We denote by $S$ the set of solutions of the homogeneous system (H).
If $\mathbf{X}$ is a solution of (I), then $\mathbf{Y}=\mathbf{X}-\mathbf{X}^{0}$ is in $S$ and $\mathbf{X}=\mathbf{Y}+\mathbf{X}^{0}$.
Conversely, if $\mathbf{X}$ has this form, then

$$
\mathbf{A}_{1} \cdot \mathbf{X}=\mathbf{A}_{1} \cdot\left(\mathbf{Y}+\mathbf{X}^{0}\right)=\mathbf{A}_{1} \cdot \mathbf{Y}+\mathbf{A}_{1} \cdot \mathbf{X}^{0}=0+u_{1}=u_{1}
$$

Similarly, $\mathbf{A}_{j} \cdot \mathbf{X}=u_{j}$ for all $j$. So $\mathbf{X}$ is in $W$. Thus we have shown: $\mathbf{X}$ is in $W$, i.e., $\mathbf{X}$ is a solution of (I), if and only if $\mathbf{X}$ lies in the translation of $S$ by $\mathbf{X}^{0}$, and this is what Proposition 1 asserts.

Exercise 3. Let $T$ be the subset of $\mathbb{R}^{4}$ defined by the equation

$$
2 x_{1}-3 x_{2}+x_{3}+5 x_{4}=10 .
$$

Find a hyperplane $S$ in $\mathbb{R}^{4}$ and a vector $\mathbf{X}^{0}$ in $\mathbb{R}^{4}$ such that $T$ is the translate of $S$ by $\mathbf{X}_{0}$.

## §3. Exercises

Exercise 4. Let $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right),\left(x_{3}, y_{3}\right)$ be three non-collinear points in the plane with $x_{1}, x_{2}, x_{3}$ all different. Show that there exists a parabola $P$ with equation

$$
y=a x^{2}+b x+c
$$

where $a, b, c$ are constants and $a \neq 0$, such that each of the three given points lies on $P$.

Exercise 5. Find the coefficients $a, b, c$ of a parabola $y=a x^{2}+b x+c$ which passes through the points

$$
(1,6),(2,4),(3,0)
$$

Exercise 6. (a) Show that a sphere in $\mathbb{R}^{3}$ has an equation:

$$
x^{2}+y^{2}+z^{2}+a x+b y+c z+d=0
$$

where $a, b, c, d$ are constants.
(b) Given four points $\left(x_{j}, y_{j}, z_{j}\right), j=1,2,3,4$ in $\mathbb{R}^{3}$ such that they do not all lie in a plane, show that there is a sphere passing through all four points.

Exercise 7. Find an equation for the sphere which passes through the points $(1,0,1),(0,2,3),(3,0,4),(1,1,1)$.

Exercise 8. Find a cubic curve with the equation $y=a x^{3}+b x^{2}+c x+d$ passing through the four points: $(1,0),(2,2),(3,12),(4,36)$.

## §4. Partial Fractions Decomposition

Example 5. We wish to express the function

$$
f(x)=\frac{1}{(x-1)(x-2)(x-3)}
$$

in the form

$$
\begin{equation*}
f(x)=\frac{a}{x-1}+\frac{b}{x-2}+\frac{c}{x-3}, \tag{10}
\end{equation*}
$$

where $a, b, c$ are constants to be found. Multiplying both sides by $(x-1)$ $(x-2)(x-3)$, we see that $(10)$ is equivalent to

$$
1=a(x-2)(x-3)+b(x-1)(x-3)+c(x-1)(x-2)
$$

which can be written as

$$
1=(a+b+c) x^{2}+(-5 a-4 b-3 c) x+6 a+3 b+2 c
$$

This is equivalent to the system

$$
\left\{\begin{array}{r}
a+b+c=0  \tag{11}\\
-5 a-4 b-3 c=0 \\
6 a+3 b+2 c=1
\end{array}\right.
$$

We easily solve this and find:

$$
a=\frac{1}{2}, \quad b=-1, \quad c=\frac{1}{2} .
$$

Hence,

$$
\frac{1}{(x-1)(x-2)(x-3)}=\frac{1 / 2}{x-1}+\frac{-1}{x-2}+\frac{1 / 2}{x-3}
$$

Exercise 9. Express the function

$$
f(x)=\frac{1}{(x-1)(x+1) x}
$$

in the form

$$
f(x)=\frac{a}{x-1}+\frac{b}{x+1}+\frac{c}{x} .
$$

Exercise 10. Find $a, b, c, d$ such that

$$
\frac{1}{(x-1)(x-2)(x-3)(x-4)}=\frac{a}{x-1}+\frac{b}{x-2}+\frac{c}{x-3}+\frac{d}{x-4} .
$$

Exercise 11. Let $a_{1}, \ldots, a_{n}$ be $n$ distinct numbers and set

$$
f(x)=\frac{1}{\left(x-a_{1}\right)\left(x-a_{2}\right) \cdots\left(x-a_{n}\right)} .
$$

An identity

$$
\begin{equation*}
f(x)=\frac{c_{1}}{x-a_{1}}+\frac{c_{2}}{x-a_{2}}+\cdots+\frac{c_{n}}{x-a_{n}} \tag{12}
\end{equation*}
$$

is called a partial fractions decomposition of $f(x)$.
(a) Show that (12) is equivalent to an inhomogeneous system of $n$ linear equations in the unknowns $c_{1}, \ldots, c_{n}$.
(b) Show that the corresponding homogeneous system has only the trivial solution.
(c) Use Theorem 5.3 to show that there exists constants $c_{1}, \ldots, c_{n}$ which satisfy (12).

Exercise 12. Does the system

$$
\left\{\begin{array}{r}
x_{1}+2 x_{2}+3 x_{3}+4 x_{4}=1,  \tag{13}\\
2 x_{1}+3 x_{2}+4 x_{3}+1 x_{4}=0, \\
3 x_{1}+4 x_{2}+1 x_{3}+2 x_{4}=0, \\
4 x_{1}+1 x_{2}+2 x_{3}+3 x_{4}=0
\end{array}\right.
$$

have a solution? If it does, find all solutions.

## CHAPTER 5.0

## Vector Spaces

We shall use the symbols

$$
\epsilon \text { : belongs to and } \notin \text { : does not belong to. }
$$

For instance, the point $(3,3) \in L$, where $L$ is the line in the $x y$ plane with equation $x=y$.

The basic notions of vector algebra that you have been studying in the spaces $\mathbb{R}^{2}, \mathbb{R}^{3}$, etc., make sense in a more general context, the context of vector spaces. A vector space $V$ is a collection of objects called "vectors," which we denote by capital letters $\mathbf{X}, \mathbf{Y}, \mathbf{U}$, etc., together with the notions of "+" and "." satisfying rules (4)-(11) given in Chapter 2.0. The objects that make up a vector space might be polynomials, trigonometric functions, $2 \times 2$ matrices, or many other kinds of things. Once we have defined addition, + , and scalar multiplication, $\cdot$, on these objects and verified rules (4)-(11), we can think of them as geometrical objects analogous to the familiar vectors in $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$.

Example 1. Fix an integer $n \geqslant 1$. The space $\mathbb{R}^{n}$, defined in Chapter 4.0, consists of $n$-tuples of real numbers and is a vector space.

Example 2. Let $S$ be a subset of $\mathbb{R}^{n}$ such that whenever $\mathbf{X}, \mathbf{Y} \in S$, then also $\mathbf{X}+\mathbf{Y} \in S$, and if $t \in \mathbb{R}$, also $t \mathbf{X} \in S$. Equivalently, we could say: $s \mathbf{X}+$ $t \mathbf{Y} \in S$ for all $s, t \in \mathbb{R}$.

Then, $S$ is called a subspace of $\mathbb{R}^{n}$. The space $S$ inherits the notion of vector addition and scalar multiplication from $\mathbb{R}^{n}$, evidently obeys our rules (4)-(11), and so, is a vector space.

For instance, the plane $2 x+y-5 z=0$ in $\mathbb{R}^{3}$ is a subspace of $\mathbb{R}^{3}$.

Example 3. Consider a homogeneous system of linear equations in $x_{1}, \ldots$, $x_{n}$ :

$$
\begin{equation*}
\mathbf{A}_{1} \cdot \mathbf{X}=0, \ldots, \mathbf{A}_{k} \cdot X=0, \tag{H}
\end{equation*}
$$

where $\mathbf{A}_{1}, \ldots, \mathbf{A}_{k}$ are given vectors in $\mathbb{R}^{n}$ and $\mathbf{X}=\left(x_{1}, \ldots, x_{n}\right)$. Denote by $S$ the subset of $\mathbb{R}^{n}$ consisting of all solutions $\mathbf{X}$ of this system (H).

Exercise 1. Show that $S$ is a subspace of $\mathbb{R}^{n}$, and so, that $S$ is a vector space under the usual addition, + , and scalar multiplication, $\cdot$.

Example 4. Fix an integer $n \geqslant 1 . \mathbb{P}_{n}$ denotes the set of all polynomials $f$ of degree $\leqslant n$, with real coefficients:

$$
f=a_{0}+a_{1} x+a_{2} x^{2}+\cdots+a_{k} x^{k},
$$

where $a_{k} \neq 0$ and $k \leqslant n$. Then $k$ is the degree of $f$; (we write $k=\operatorname{deg} f$ ). If $f$ and $g$ both are in $\mathbb{P}_{n}$, then $\operatorname{deg} f \leqslant n, \operatorname{deg} g \leqslant n$, and so, $\operatorname{deg}(f+g) \leqslant n$, so $f+g \in \mathbb{P}_{n}$. If $f \in \mathbb{P}_{n}, t \in R$, then $t f \in \mathbb{P}_{n}$. It is easy to check that with these definitions, $\mathbb{P}_{\boldsymbol{n}}$ is a vector space.

Put $\mathbb{Q}_{n}=$ set of all polynomials of degree exactly $n$, where $n$ is some fixed integer, and add the elements of $\mathbb{Q}_{n}$ as polynomials. Notice that $\mathbb{Q}_{n}$ is not a vector space. For instance, $f=2 x+x^{2}$ and $g=1-3 x+2 x^{2}$ are both $\in \mathbb{Q}_{2}$, but $2 f-g=7 x-1$ has a degree of 1 and so $\notin \mathbb{Q}_{2}$.

Example 5. Fix an integer $n \geqslant 1 . C_{n}$ denotes the set of all functions

$$
\phi(x)=a_{1} \cos x+a_{2} \cos 2 x+\cdots+a_{n} \cos n x,
$$

where $a_{1}, a_{2}, \ldots, a_{n} \in R$. If

$$
\psi(x)=b_{1} \cos x+b_{2} \cos 2 x+\cdots+b_{n} \cos n x
$$

then

$$
(\phi+\psi)(x)=\left(a_{1}+b_{1}\right) \cos x+\cdots+\left(a_{n}+b_{n}\right) \cos n x,
$$

so $\phi+\psi$ again $\in C_{n}$. Also, $t \phi \in C_{n}$ for $x t \in \mathbb{R}$. So, $C_{n}$ is a vector space.
Example 6. Fix an integer $n \geqslant 1$. Let $\mathbb{T}_{n}$ denote the set of all functions

$$
\gamma(x)=a_{0}+\sum_{j=1}^{n}\left(a_{j} \cos j x+b_{j} \sin j x\right),
$$

$a_{j}, b_{j} \in R$. Defining addition and scalar multiplication in the usual way, we see that $\mathbb{T}_{n}$ is a vector space. We shall refer to the "vectors" in $\mathbb{T}_{n}$, that is, to the functions $\gamma$ as trigonometric sums of order $\leqslant n$.

In Example 2 we defined subspaces of $\mathbb{R}^{n}$. In a similar way, any subset $S$ of a vector space $V$ that is such that, whenever $\mathbf{X}, \mathbf{Y} \in S$ and $s, t \in \mathbb{R}$, then $s \mathbf{X}+t y \in S$, is called a subspace of $V$.

Exercise 2. Show that, for fixed $n, C_{n}$ is a subspace of $\mathbb{T}_{n}$.

Example 7. Denote by $\mathbb{M}^{2}$ the collection of all $2 \times 2$ matrices $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$. Define

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)+\left(\begin{array}{ll}
a^{\prime} & b^{\prime} \\
c^{\prime} & d^{\prime}
\end{array}\right)=\left(\begin{array}{ll}
a+a^{\prime} & b+b^{\prime} \\
c+c^{\prime} & d+d^{\prime}
\end{array}\right)
$$

and $t\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)=\left(\begin{array}{ll}t a & t b \\ t c & t d\end{array}\right)$. Then $\mathbb{M}^{2}$ is a vector space.
Example 8. Let $\mathbb{C}$ denote the collection of all complex numbers $w=$ $u+i v$, where $u, v \in \mathbb{R}$ and $i=\sqrt{-1}$. Add complex numbers in the usual way: $(u+v i)+\left(u^{\prime}+i v^{\prime}\right)=\left(u+u^{\prime}\right)+i\left(v+v^{\prime}\right)$, and define $t(u+i v)=t u+$ itv, for $t \in \mathbb{R}$. Then $\mathbb{C}$ is a vector space.

Example 9. Let $\mathbb{P}$ denote the collection of all polynomials in the variable $x$, without restrictions on the degree. Add them in the usual way of adding polynomials, and similarly for scalar multiplication. Then $\mathbb{P}$ is a vector space. Each vector space $\mathbb{P}_{n}$ is a subspace of $\mathbb{P}$, for $n=1,2, \ldots$.

In Chapters 2.0 and 3.0, we discussed linear dependence and linear independence of sets of vectors in $\mathbb{R}^{2}$ and in $\mathbb{R}^{3}$.

Now, let $V$ be a vector space and $\mathbf{Y}_{1}, \ldots, \mathbf{Y}_{k}$ be a set of $k$ vectors in $V$. We say that the set is linearly dependent if one of the $\mathbf{Y}_{i}$ is a linear combination of the rest. Equivalently, we can say that $\mathbf{Y}_{1}, \ldots, \mathbf{Y}_{k}$ is linearly dependent if there exist scalars $s_{1}, \ldots, s_{k}$ not all 0 , such that

$$
\begin{equation*}
s_{1} \mathbf{Y}_{1}+\cdots+s_{k} \mathbf{Y}_{k}=0 \tag{1}
\end{equation*}
$$

To see this, note that if (1) holds and one of the $s_{i}$, say, $s_{2}$, is not 0 , we can solve for $\mathbf{Y}_{2}$, getting

$$
\mathbf{Y}_{2}=-\frac{s_{1}}{s_{2}} \mathbf{Y}_{1}-\frac{s_{3}}{s_{2}} \mathbf{Y}_{3}-\cdots-\frac{s_{k}}{s_{2}} \mathbf{Y}_{k},
$$

and so, $\mathbf{Y}_{2}$ is a linear combination of the remaining $\mathbf{Y}_{i}$ and, thus, the set $\mathbf{Y}_{1}, \mathbf{Y}_{2}, \ldots, \mathbf{Y}_{k}$ is linearly dependent.

Conversely, suppose the set $\mathbf{Y}_{1}, \ldots, \mathbf{Y}_{k}$ is linearly dependent. Then, for some $i$,

$$
\mathbf{Y}_{i}=c_{1} \mathbf{Y}_{1}+\cdots+c_{i-1} \mathbf{Y}_{i-1}+c_{i+1} \mathbf{Y}_{i+1}+\cdots+c_{k} \mathbf{Y}_{k}
$$

and so, we have

$$
c_{1} \mathbf{Y}_{1}+\cdots+c_{i-1} \mathbf{Y}_{i-1}+(-1) \mathbf{Y}_{i}+c_{i+1} \mathbf{Y}_{i+1}+\cdots+c_{k} \mathbf{Y}_{k}=0
$$

Thus, (1) can be solved by the set of scalars $c_{1}, \ldots, c_{i-1},-1, c_{i+1}, \ldots, c_{k}$, which are not all 0 . Thus, deciding about linear dependence amounts to seeing whether (1) can be satisfied by scalars $s_{1}, \ldots, s_{k}$, which are not all 0 .

A set of vectors $\mathbf{A}_{1}, \ldots, \mathbf{A}_{k}$ in $V$, which is not linearly dependent, is called linearly independent.

## CHAPTER 5.1

## Bases and Dimension

Let $V$ be a vector space. Let $\mathbf{Y}_{1}, \ldots, \mathbf{Y}_{l}$ be a set of vectors in $V$. The span of this set of vectors is defined as the collection of all vectors $\mathbf{Y}$ in $V$ of the form

$$
\mathbf{Y}=s_{1} \mathbf{Y}_{1}+s_{2} \mathbf{Y}_{2}+\cdots+s_{l} \mathbf{Y}_{l}, \quad s_{1}, \ldots, s_{l} \in \mathbb{R} .
$$

The span of $\mathbf{Y}_{1}, \ldots, \mathbf{Y}_{l}$ is denoted

$$
\left[\mathbf{Y}_{1}, \ldots, \mathbf{Y}_{l}\right] .
$$

A set of vectors $\mathbf{X}_{1}, \ldots, \mathbf{X}_{k}$ in $V$ is called a basis of $V$ if it has the following two properties:
(i) The span of $\mathbf{X}_{1}, \ldots, \mathbf{X}_{k}$ is $V$, and
(ii) the set $\mathbf{X}_{1}, \ldots, \mathbf{X}_{k}$ is linearly independent.

Suppose that $\mathbf{X}_{1}, \ldots, \mathbf{X}_{k}$ is a basis of $V$ and consider a vector $\mathbf{X}$ in $V$. By (i), there exist scalars $c_{1}, \ldots, c_{k}$, such that

$$
\begin{equation*}
\mathbf{X}=c_{1} \mathbf{X}_{1}+\cdots+c_{k} \mathbf{X}_{k} \tag{1}
\end{equation*}
$$

If $c_{1}^{\prime}, \ldots, c_{k}^{\prime}$ is a second set of scalars, such that

$$
\mathbf{X}=c_{1}^{\prime} \mathbf{X}_{1}+\cdots+c_{k}^{\prime} \mathbf{X}_{k}
$$

then

$$
0=\left(c_{1}-c_{1}^{\prime}\right) \mathbf{X}_{1}+\cdots+\left(c_{k}-c_{k}^{\prime}\right) \mathbf{X}_{k}
$$

It now follows from (ii) that $c_{1}-c_{1}^{\prime}=0, \ldots, c_{k}-c_{k}^{\prime}=0$, and so, $c_{1}=c_{1}^{\prime}$, $c_{2}=c_{2}^{\prime}, \ldots, c_{n}=c_{n}^{\prime}$. Thus, each vector $\mathbf{X}$ in $V$ has one and only one representation in the form (1). Conversely, if $\mathbf{X}_{1}, \ldots, \mathbf{X}_{k}$ is a set of vectors in $V$, such that every vector $\mathbf{X}$ in $V$ has one and only one representation
in the form (1), then properties (i) and (ii) hold, and so, $\mathbf{X}_{1}, \ldots, \mathbf{X}_{k}$ is a basis of $V$.

Exercise 1. Prove that if $\mathbf{Y}_{1}, \ldots, \mathbf{Y}_{l}$ is any set of vectors in $V$, then $\left[\mathbf{Y}_{1}, \ldots, \mathbf{Y}_{l}\right]$ is a subspace of $V$.

## Examples of Bases.

Example 1. The vectors $\mathbf{E}_{1}, \ldots, \mathbf{E}_{n}$ form a basis of $\mathbb{R}^{n}$, called the standard basis of $\mathbb{R}^{n}$.

Example 2. Let $V$ be the vector space of all vectors $\mathbf{X}$ in $\mathbb{R}^{n}$ such that $x_{1}+x_{2}+\cdots+x_{n}=0$. The $(n-1)$-tuple of vectors

$$
\left[\begin{array}{r}
1 \\
-1 \\
0 \\
\vdots \\
0
\end{array}\right],\left[\begin{array}{r}
1 \\
0 \\
-1 \\
\vdots \\
0
\end{array}\right], \ldots,\left[\begin{array}{r}
1 \\
0 \\
0 \\
\vdots \\
-1
\end{array}\right]
$$

is a basis of $V$.

Exercise 2. Verify that they do form such a basis.
Example 3. The polynomials

$$
1, x, x^{2}, \ldots, x^{n}
$$

form a basis of the vector space $\mathbb{P}_{n}$.
Example 4. The polynomials

$$
1,1+x, 1+x+x^{2}
$$

form a basis for the vector space $\mathbb{P}_{2}$.
Exercise 3. Verify this.
Exercise 4. Exhibit a basis for the vector space $T_{n}$.
Note: In our definition of a basis, we require that a basis of $V$ consist of a finite set of vectors in $V$. Most of the vector spaces we are interested in have a basis (in fact, they have many different bases). However, not every vector space has a basis in our sense.

Example 5. The vector space $\mathbb{P}$ of all polynomials has no basis.
Proof. Suppose the polynomials $P_{1}, \ldots, P_{k}$ form a basis of $\mathbb{P}$. Let $d$
denote the largest degree of these $k$ polynomials. Since $x^{d+1} \in \mathbb{P}$, we have a representation

$$
x^{d+1}=c_{1} P_{1}+\cdots+c_{k} P_{k} .
$$

The right-hand side is a polynomial of degree $\leqslant d$, while the left-hand side has degree $d+1$. This is impossible. So $\mathbb{P}$ has no basis.

Bases of $\mathbb{R}^{3}$. Let $\mathbf{A}_{1}, \mathbf{A}_{2}, \mathbf{A}_{3}$ be any linearly independent triple of vectors in $R^{3}$. We claim that $\mathbf{A}_{1}, \mathbf{A}_{2}, \mathbf{A}_{3}$ is a basis of $\mathbb{R}^{3}$. We can see this in the following way: the collection of all vectors $s_{1} \mathbf{A}_{1}+s_{2} \mathbf{A}_{2}$ with $s_{1}, s_{2} \in R$ is a plane $\Pi$. By hypothesis, $\mathbf{A}_{3}$ sticks out of $\Pi$. If $\mathbf{X}$ is any vector in $\mathbb{R}^{3}$, we may draw a line $L$ through the tip of $\mathbf{X}$ which is parallel to $\mathbf{A}_{\mathbf{3}}$. Then $L$ intersects $\Pi$ at a point $P$. We now have: The vector $\mathbf{O P}=u_{1} \mathbf{A}_{1}+u_{2} \mathbf{A}_{2}$ for certain scalars $u_{1}, u_{2}$. Also, the vector from $P$ to the tip of $\mathbf{X}=w \mathbf{A}_{3}$ for some scalar $w$. Since $\mathbf{O P}+\mathbf{P X}=\mathbf{O X}$, we have

$$
u_{1} \mathbf{A}_{1}+u_{2} \mathbf{A}_{2}+w \mathbf{A}_{3}=\mathbf{X}
$$

So our triple spans $\mathbb{R}^{3}$, and, being linearly independent by hypothesis, it forms a basis for $\mathbb{R}^{3}$, as asserted. The situation in $\mathbb{R}^{n}$ is similar for $n \geqslant 4$. In studying this situation in $\mathbb{R}^{n}$, we shall use a method of reasoning called the Principle of Mathematical Induction: A statement concerning $\mathbb{R}^{n}$ that is true for a certain value of $n($ say $n=3)$ and that, whenever it is true for $\mathbb{R}^{n}$ is also true for $\mathbb{R}^{n+1}$, is true for every value of $n \geqslant 3$. This is because, being true for 3 , it must hold for 4 , hence, for 5 , and so on.

Theorem 5.1. Let $\mathbf{A}_{1}, \mathbf{A}_{2}, \ldots, \mathbf{A}_{n}$ be a linearly independent $n$-tuple of vectors in $\mathbb{R}^{n}$. Then $\mathbf{A}_{1}, \ldots, \mathbf{A}_{n}$ is a basis of $\mathbb{R}^{n}$.

Proof. We shall show that if the statement of the theorem is true for a certain value of $n$, then it is also true for $n+1$.

We then suppose it is true for $n$. We consider a linearly independent $(n+1)$-tuple of vectors $\mathbf{A}_{1}, \ldots, \mathbf{A}_{n+1}$ in $\mathbb{R}^{n+1}$. We have to show that $\left[\mathbf{A}_{1}, \ldots, \mathbf{A}_{n+1}\right]=\mathbb{R}^{n+1}$.
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We can write

$$
\mathbf{A}_{1}=\binom{\mathbf{U}_{1}}{z_{1}}
$$

where $\mathbf{U}_{1} \in \mathbb{R}^{n}, z_{1} \in \mathbb{R}$. Similarly,

$$
\mathbf{A}_{j}=\binom{\mathbf{U}_{j}}{z_{j}}
$$

where $\mathbf{U}_{j} \in \mathbb{R}^{n}, z_{j} \in \mathbb{R}, 2 \leqslant j \leqslant n+1$. Suppose that all $z_{j}=0$. Then,

$$
\mathbf{A}_{1}=\binom{\mathbf{U}_{1}}{0}, \quad \mathbf{A}_{2}=\binom{\mathbf{U}_{2}}{0}, \ldots, \mathbf{A}_{n+1}=\binom{\mathbf{U}_{n+1}}{0}
$$

The $n$-tuple $\mathbf{U}_{1}, \ldots, \mathbf{U}_{n}$ in $\mathbb{R}^{n}$ is linearly independent, for if $\sum_{j=1}^{n} c_{j} \mathbf{U}_{j}=0$, then $\sum_{j=1}^{n} c_{j} \mathbf{A}_{j}=0$, and so, the $c_{j}=0$ for all $j$. Since Theorem 5.1 is true in $R^{n}$ (by assumption), $\mathbf{U}_{1}, \ldots, \mathbf{U}_{n}$ is a basis for $\mathbb{R}^{n}$, and so, $\mathbf{U}_{n+1}=\sum_{j=1}^{n} t_{j} \mathbf{U}_{j}$ for certains scalars $t_{j}$. It follows that

$$
\mathbf{A}_{n+1}=\sum_{j=1}^{n} t_{j} \mathbf{A}_{j}
$$

This is impossible. So the assumption that all $z_{j}=0$ must be false. Some $z_{j} \neq 0$, and by renumbering the $\mathbf{A}_{j}$, we get $z_{n+1} \neq 0$. Then,

$$
\mathbf{A}_{1}=\left(\begin{array}{c}
a_{11} \\
a_{12} \\
\vdots \\
a_{1 n} \\
z_{1}
\end{array}\right), \ldots, \quad \mathbf{A}_{n+1}=\left(\begin{array}{c}
a_{n+1,1} \\
a_{n+1,2} \\
a_{n+1, n} \\
z_{n+1}
\end{array}\right)
$$

for certain scalars $a_{i j}$. The last entry in the vector

$$
\mathbf{A}_{1}-\frac{z_{1}}{z_{n+1}} \mathbf{A}_{n+1} \quad \text { is } \quad z_{1}-\left(\frac{z_{1}}{z_{n+1}}\right) z_{n+1}=0
$$

So,

$$
\mathbf{A}_{1}-\left(\frac{z_{1}}{z_{n+1}}\right) \mathbf{A}_{n+1}=\binom{\mathbf{B}_{1}}{0}
$$

for some $\mathbf{B}_{1}$ in $\mathbb{R}^{n}$. Similarly,

$$
\begin{equation*}
\mathbf{A}_{j}-\left(\frac{z_{j}}{z_{n+1}}\right) \mathbf{A}_{n+1}=\binom{\mathbf{B}_{j}}{0}, \mathbf{B}_{j} \quad \text { in } \mathbb{R}^{n} \tag{2}
\end{equation*}
$$

for $j=1, \ldots, n$.
The $n$-tuple $\mathbf{B}_{1}, \ldots, \mathbf{B}_{n}$ in $R^{n}$ is linearly independent, for otherwise some linear combination of $\mathbf{A}_{1}, \ldots, \mathbf{A}_{n}$ will equal $\mathbf{A}_{n+1}$. (Do the calculation.)

Since Theorem 5.1 is true in $R^{n}$, these exist scalars $c_{1}, \ldots, c_{n}$, with

$$
\sum_{j=1}^{n} c_{j} \mathbf{B}_{j}=\left(\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right) \quad \text { in } R^{n}
$$

Hence,

$$
\sum_{j=1}^{n} c_{j}\left(\mathbf{A}_{j}-\left(\frac{z_{j}}{z_{n+1}}\right) \mathbf{A}_{n+1}\right)=\left(\begin{array}{c}
1  \tag{3}\\
0 \\
\vdots \\
0 \\
0
\end{array}\right)=\mathbf{E}_{1} \text { in } \mathbb{R}^{n+1}
$$

Let us write $S$ for the span $\left[\mathbf{A}_{1}, \ldots, \mathbf{A}_{n+1}\right]$. The left-hand side of (3) is in $S$, so $\mathbf{E}_{1} \in S$. Similarly $\mathbf{E}_{2}, \ldots, \mathbf{E}_{n} \in S$. How can we capture $\mathbf{E}_{n+1}$ ? We have

$$
\mathbf{A}_{n+1}=a_{n+1},{ }_{1} \mathbf{E}_{1}+\cdots+a_{n+1},{ }_{n} \mathbf{E}_{n}+z_{n+1} \mathbf{E}_{n+1}
$$

So,

$$
z_{n+1} \mathbf{E}_{n+1}=A_{n+1}-a_{n+1},{ }_{1} \mathbf{E}_{1}-\cdots-a_{n+1},{ }_{n} \mathbf{E}_{n} \in S
$$

Hence, $z_{n+1} \mathbf{E}_{n+1} \in S$, and so, $\mathbf{E}_{n+1} \in S$.
Thus, $S$ contains every $\mathbf{E}_{j}$ in $\mathbb{R}^{n+1}$ and, hence, $S=\mathbb{R}^{n+1}$. We are done. We have shown that $\mathbf{A}_{1}, \ldots, \mathbf{A}_{n+1}$ is a basis in $\mathbb{R}^{n+1}$. So, Theorem 5.1 is true in $\mathbb{R}^{n+1}$. Since Theorem 5.1 is true in $\mathbb{R}^{3}$, it follows that the theorem is true in $\mathbb{R}^{n}$ for every $a \geqslant 3$. It is also true for $\mathbb{R}^{2}$ and $\mathbb{R}^{1}$. (Can you determine why this is true?) So it is true for all $n$.

Corollary. Every $(n+1)$-tuple of vectors in $\mathbb{R}^{n}$ is linearly dependent.
Exercise 5. Deduce this corollary from Theorem 5.1.
We can use Theorem 5.1 and the corollary to get information about bases in arbitrary vector spaces.

Let $V$ be a vector space, and let $C_{1}, \ldots, C_{k}$ be a basis of $V$. For each vector $\mathbf{X}$ in $V$, we can write

$$
\begin{equation*}
\mathbf{X}=\sum_{j=1}^{k} x_{i} \mathbf{C}_{i} \tag{4}
\end{equation*}
$$

and the scalars $x_{i}$ are uniquely determined by $\mathbf{X}$. We define a map $\Phi$ from $V$ to $R^{k}$ as follows: for each $\mathbf{X}$ in $V$,

$$
\Phi(\mathbf{X})=\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{k}
\end{array}\right]
$$

where the $x_{i}$ are defined by (4).

Exercise 6. Prove that the map $\Phi$ has the following properties:

$$
\begin{equation*}
\Phi(s \mathbf{X}+t \mathbf{Y})=s \Phi(\mathbf{X})+t \Phi(\mathbf{Y}), \quad \forall \mathbf{X}, \mathbf{Y} \in V, s, t \in R \tag{5}
\end{equation*}
$$

(We say: $\Phi$ is a linear map).

$$
\begin{equation*}
\text { If } \quad \mathbf{X} \neq \mathbf{Y}, \quad \text { then } \Phi(\mathbf{X}) \neq \Phi(\mathbf{Y}) \tag{6}
\end{equation*}
$$

(We say: $\Phi$ is one-to-one.)

$$
\begin{equation*}
\text { If } T \in \mathbb{R}^{k}, \text { then there is an } \mathbf{X} \text { in } V \text { with } \Phi(\mathbf{X})=T . \tag{7}
\end{equation*}
$$

(We say, $\Phi$ maps onto $\mathbb{R}^{k}$ ).
Now, let $V$ be a vector space with a basis $\mathbf{B}_{1}, \ldots, \mathbf{B}_{n}$ consisting of $n$ vectors and another basis $\mathbf{C}_{1}, \ldots, \mathbf{C}_{k}$ consisting of $k$ vectors.

Claim. $k \geqslant n$. Suppose the claim is false. Then $k<n$. We shall see that this leads to a contradiction.

For each $\mathbf{X}$ in $V$, we can write uniquely,

$$
\mathbf{X}=\sum_{j=1}^{k} x_{i} \mathbf{C}_{i}, x_{i} \quad \text { in } \mathbb{R}
$$

and we define a map $\Phi$ from $V$ to $\mathbb{R}^{k}$ as above by

$$
\Phi(\mathbf{X})=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{k}
\end{array}\right] \quad \text { for all } \mathbf{X} \text { in } V
$$

Consider the $(k+1)$-tuple of vectors $\Phi\left(\mathbf{B}_{1}\right), \ldots, \Phi\left(\mathbf{B}_{k+1}\right)$ in $\mathbb{R}^{k}$. By the corollary to Theorem 5.1, this $(k+1)$-tuple is linearly dependent, so there exist scalars $t_{1}, \ldots, t_{k+1}$, not all 0 , such that

$$
\begin{equation*}
\sum_{j=1}^{k+1} t_{j} \Phi\left(\mathbf{B}_{j}\right)=0 \tag{8}
\end{equation*}
$$

Using (5) in Exercise 6, we see that the left-hand side in (8) equals

$$
\Phi\left(\sum_{j=1}^{k+1} t_{j} \mathbf{B}_{j}\right)
$$

So

$$
\Phi\left(\sum_{j=1}^{k+1} t_{j} \mathbf{B}_{j}\right)=0
$$

and, hence, by (6),

$$
\sum_{j=1}^{k+1} t_{j} \mathbf{B}_{j}=0
$$

This is impossible, since $\mathbf{B}_{1}, \ldots, \mathbf{B}_{n}$ is a basis of $V$ and, hence, is linearly independent. We have arrived at a contradiction.

So the claim is true and $k \geqslant n$. A similar argument gives $n \geqslant k$. Hence, $n=k$. We have proven the following important fact about vector spaces.

Theorem 5.2. Let $V$ be a vector space. Every two bases of $V$ consist of the same number of vectors.

If $V$ is a vector space that has a basis of $n$ elements, then every other basis of $V$ also has $n$ elements. We define the dimension of $V$, denoted $\operatorname{dim} V$, to be the integer $n$. We say: $V$ is $n$-dimensional.

Example 6. $\operatorname{dim} \mathbb{R}^{n}=n$, because the standard basis of $\mathbb{R}^{n}$ has $n$ elements.
Example 7. $\operatorname{dim} \mathbb{P}_{n}=n+1$, because of the basis of Example 3.
Exercise 7. Calculate the dimension of the subspace of $\mathbb{P}_{4}$ consisting of all polynomials in $\mathbb{P}_{4}$ with $P(0)=P(1)$.
Do the same for the subspace of $\mathbb{P}_{5}$ consisting of all polynomials $P$ in $\mathbb{P}_{5}$ with $P(0)=P^{\prime}(0)=0$, where $P^{\prime}$ denotes the derivative of $P$.

Exercise 8. Let $V$ be a vector space of dimension $n$. Let $\mathbf{C}_{1}, \ldots, \mathbf{C}_{k}$ be a linearly independent $k$-tuple of vectors in $V$. Show that $k \leqslant n$.
Hint. Choose a basis $\mathbf{B}_{1}, \ldots, \mathbf{B}_{n}$ of $V$. As above, construct a one-to-one linear transformation $\Phi$ of $V$ on $\mathbb{R}^{n}$. Consider the $k$-tuple of vectors $\Phi\left(\mathbf{C}_{1}\right), \ldots, \Phi\left(\mathbf{C}_{k}\right)$ in $\mathbb{R}^{n}$, and use the corollary of Theorem 5.1 to conclude that $k \leqslant n$.

Exercise 9. Let $V$ be a vector space of dimension $n$. Let $W$ be a subspace of $V$.
(a) Show that $W$ has dimension $\leqslant n$.
(b) Show that if $W$ has dimension $n$, then $W=V$.

## CHAPTER 5.2

## Existence and Uniqueness of Solutions

Recall the inhomogeneous system (I) of $k$ linear equations in $n$ unknowns, which we studied in Chapter 4.4. We consider the case $k=n$, where the number of equations to be solved equals the number of unknowns, and we shall use our results about bases in $\mathbb{R}^{n}$ in the preceding chapter to study the question of existence and uniqueness of solutions of the system (I).

We consider the vectors

$$
\mathbf{C}_{1}=\left(\begin{array}{c}
a_{11} \\
a_{21} \\
\vdots \\
a_{n 1}
\end{array}\right], \mathbf{C}_{2}=\left(\begin{array}{c}
a_{12} \\
a_{22} \\
\vdots \\
a_{n 2}
\end{array}\right], \ldots, \mathbf{C}_{n}=\left(\begin{array}{c}
a_{1 n} \\
a_{2 n} \\
\vdots \\
a_{n n}
\end{array}\right], \quad \text { in } \mathbb{R}^{n}
$$

and call them the column vectors of the system (I). Putting $\mathbf{U}=\left(u_{1}, \ldots, u_{n}\right)$ and $\mathrm{X}=\left(x_{1}, \ldots, x_{n}\right)$, we can write (I) in the form

$$
\sum_{j=1}^{n} x_{i} \mathbf{C}_{i}=\mathbf{U}
$$

Claim 1. Fix $\mathbf{U}$ in $\mathbb{R}^{n}$. There exists a solution $\mathbf{X}$ of the system ( $\left.\mathbf{I}^{\prime}\right)$ with $\mathbf{U}$ as right-hand side if, and only if, $\mathbf{U} \in\left[\mathbf{C}_{1}, \ldots, \mathbf{C}_{n}\right]$.

Proof. If there is a solution of ( $I^{\prime}$ ), then $\mathbf{U} \in\left[\mathbf{C}_{1}, \ldots, \mathbf{C}_{n}\right]$. Conversely, if $\mathbf{U} \in\left[\mathbf{C}_{1}, \ldots, \mathbf{C}_{n}\right]$, then there exist scalars $t_{i}$ so that $\mathbf{U}=\sum_{j=1}^{k} t_{i} \mathbf{C}_{i}$, and so, $t_{1}, \ldots, t_{n}$ solves ( $\mathrm{I}^{\prime}$ ).

Claim 2. $\left[\mathbf{C}_{1}, \ldots, \mathbf{C}_{n}\right]=\mathbb{R}^{n}$ if, and only if, the $n$-tuple $\mathbf{C}_{1}, \ldots, \mathbf{C}_{n}$ is linearly independent.

Proof. An $n$-tuple of vectors in $\mathbb{R}^{n}$ is a basis of $\mathbb{R}^{n}$ if, and only if, the $n$-tuple is linearly independent.

Claim 3. The $n$-tuple $\mathbf{C}_{1}, \ldots, \mathbf{C}_{n}$ is linearly independent if, and only if, the homogeneous system (H),

$$
\begin{gathered}
a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 n} x_{n}=0 \\
\vdots \\
a_{n 1} x_{1}+a_{x 2} x_{2}+\cdots+a_{n n} x_{n}=0
\end{gathered}
$$

has 0 as its only solution.
Proof. (H) can be written in the form

$$
\sum_{j=1}^{n} x_{i} \mathbf{C}_{i}=0
$$

(H) has 0 as its only solution precisely when the n-tuple $\mathbf{C}_{1}, \ldots, \mathbf{C}_{n}$ is linearly independent.

Theorem 5.3. If the homogeneous system (H) has 0 as its only solution, then the inhomogeneous system (I) has a unique solution for each choice of right-hand side $\mathbf{U}$.

Proof. Existence of a solution follows from the claims 1, 2, 3. Uniqueness holds because if $\mathbf{X}$ and $\mathbf{X}^{\prime}$ are solutions of (I) corresponding to the same right-hand side $\mathbf{U}$, then $\mathbf{X}-\mathbf{X}^{\prime}$ is a solution of $(\mathrm{H})$ and so, by assumption, $=0$.

Theorem 5.4. If the homogeneous system (H) has a non-zero solution, then there exists $\mathbf{U}$ such that (I) has no solution for this $\mathbf{U}$.

Proof. Claim 3 yields that the $n$-tuple $\mathbf{C}_{1}, \ldots, \mathbf{C}_{n}$ is not linearly independent, hence, does not span $\mathbb{R}^{n}$, so there exists $\mathbf{U}$ in $\mathbb{R}^{n}$, which does not belong to $\left[\mathbf{C}_{1}, \ldots, \mathbf{C}_{n}\right]$, and so, (I) has no solution for this $\mathbf{U}$.

Exercise 1. Show that if the column vectors $\mathbf{C}_{1}, \ldots, \mathbf{C}_{n}$ are linearly independent, then (I) has a solution for each right-hand side $\mathbf{U}$.
Exercise 2. Define row vectors $\mathbf{R}_{1}, \ldots, \mathbf{R}_{n}$ in $\mathbb{R}^{n}$ by $\mathbf{R}_{1}=\left(a_{11}, \ldots, a_{1 n}\right)$, etc. Show that if the $n$-tuple of row vectors is linearly independent then (I) has a solution for every $\mathbf{U}$.

## CHAPTER 5.3

## The Matrix Relative to a Given Basis

In Chapter 3.2 we assigned to each linear transformation $T$ of $\mathbb{R}^{3}$ a matrix $m(T)$ as follows:

$$
\text { If } \begin{aligned}
T\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right] & =\left[\begin{array}{l}
a_{1} x_{1}+a_{2} x_{2}+a_{3} x_{3} \\
b_{1} x_{1}+b_{2} x_{2}+b_{3} x_{3} \\
c_{1} x_{1}+c_{2} x_{2}+c_{3} x_{3}
\end{array}\right], \text { then } \\
m(T) & =\left(\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right]
\end{aligned}
$$

We shall now extend this definition to assign to each linear transformation $T$ on an $n$-dimensional vector space $V$ with a given basis $\mathbf{B}$ an $n \times n$ matrix called the matrix of $T$ relative to the basis $\mathbf{B}$, and denoted $m_{\mathbf{B}}(T)$.

If $\mathbf{X}$ is a vector in $V$, then $\mathbf{X}$ has an $n$-tuple of coordinates $x_{1}, \ldots, x_{n}$ relative to $\mathbf{B}$ given by the equation

$$
\begin{equation*}
\mathbf{X}=\sum_{j=1}^{n} x_{i} \mathbf{B}_{i}, \tag{1}
\end{equation*}
$$

where $\mathbf{B}_{1}, \ldots, \mathbf{B}_{n}$ are the vectors making up the basis $\mathbf{B}$. The vector $T \mathbf{X}$ has an $n$-tuple of coordinates $y_{1}, \ldots, y_{n}$, such that

$$
\begin{equation*}
T \mathbf{X}=\sum_{j=1}^{n} y_{j} \mathbf{B}_{j} \tag{2}
\end{equation*}
$$

We shall exhibit an $n \times n$ matrix

$$
\left(\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 n} \\
a_{21} & a_{22} & \ldots & a_{2 n} \\
\vdots & & & \\
a_{n 1} & a_{n 2} & \ldots & a_{n n}
\end{array}\right),
$$

such that

$$
\left(\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 n} \\
a_{21} & a_{22} & \ldots & a_{2 n} \\
\vdots & & & \\
a_{n 1} & a_{n 2} & \ldots & a_{n n}
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right]=\left[\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{n}
\end{array}\right),
$$

that is, such that we have

$$
\begin{align*}
& y_{1}=\sum_{j=1}^{n} a_{1 j} x_{j} \\
& y_{2}=\sum_{j=1}^{n} a_{2 j} x_{j}  \tag{3}\\
& \vdots \\
& y_{n}=\sum_{j=1}^{n} a_{n j} x_{j}
\end{align*}
$$

for every vector $\mathbf{X}$ given by (1).
We choose the numbers $a_{i j}$ as follows: since $\mathbf{B}_{1}, \ldots, \mathbf{B}_{n}$ forms a basis, we can find scalars $a_{i j}, 1 \leqslant i, j \leqslant n$, such that

$$
\begin{gathered}
T \mathbf{B}_{1}=\sum_{k=1}^{n} a_{k 1} \mathbf{B}_{k}, \\
T \mathbf{B}_{2}=\sum_{k=1}^{n} a_{k 2} \mathbf{B}_{k}, \\
\vdots \\
\vdots \\
T \mathbf{B}_{n}=\sum_{k=1}^{n} a_{k n} \mathbf{B}_{k} .
\end{gathered}
$$

Applying $T$ to equation (1), we get

$$
T \mathbf{X}=\sum_{j=1}^{n} x_{j} T \mathbf{B}_{j}=\sum_{j=1}^{n} x_{j} \sum_{k=1}^{n} a_{k j} \mathbf{B}_{k}=\sum_{k=1}^{n}\left(\sum_{j=1}^{n} a_{k j} x_{j}\right) \mathbf{B}_{k} .
$$

It now follows from (2) and the fact that the $\mathbf{B}_{k}$ are linearly independent that

$$
y_{k}=\sum_{j=1}^{n} a_{k j} x_{j}, \quad k=1,2, \ldots, n
$$

Thus, (3) holds, as claimed.
Definition 1. The matrix

$$
\left(\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 n} \\
a_{21} & a_{22} & \ldots & a_{2 n} \\
\vdots & & & \\
a_{n 1} & a_{n 2} & \ldots & a_{n n}
\end{array}\right)
$$

is called the matrix of $T$ relative to the basis $B$, and is denoted $m_{B}(T)$.

Exercise 1. Show that the columns of the matrix $m_{\mathbf{B}}(T)$ are the coordinate $n$-tuples of the vectors $T \mathbf{B}_{1}, T \mathbf{B}_{2}, \ldots, T \mathbf{B}_{n}$, relative to the basis $\mathbf{B}$.

Example 1. Let $V$ be $\mathbb{R}^{2}$ and let $T$ be the linear transformation of $\mathbb{R}^{2}$ given by the equations

$$
\begin{aligned}
& x^{\prime}=2 x+3 y \\
& y^{\prime}=x-y
\end{aligned}
$$

Take $\mathbf{B}$ to be the basis: $\mathbf{B}_{1}=\binom{1}{1}, \mathbf{B}_{2}=\binom{-3}{2}$. Then

$$
\begin{aligned}
& T \mathbf{B}_{1}=\binom{5}{0}=2\binom{1}{1}+(-1)\binom{-3}{2}=2 \mathbf{B}_{1}+(-1) \mathbf{B}_{2}, \\
& T \mathbf{B}_{2}=\binom{0}{-5}=(-3)\binom{1}{1}+(-1)\binom{-3}{2}=-3 \mathbf{B}_{1}+(-1) \mathbf{B}_{2} .
\end{aligned}
$$

Thus, the coordinate pair of $T \mathbf{B}_{1}$ relative to the basis $\mathbf{B}$ is $(2,-1)$ and that of $\mathrm{TB}_{2}$ is $(-3,-1)$. By Exercise 1 , then,

$$
m_{\mathbf{B}}(T)=\left(\begin{array}{rr}
2 & -3 \\
-1 & -1
\end{array}\right)
$$

Example 2. Let $S$ be the linear transformation of $\mathbb{R}^{2}$ given by equations:

$$
\begin{aligned}
& x^{\prime}=3 x+4 y \\
& y^{\prime}=4 x-3 y
\end{aligned}
$$

Let $\mathbf{B}^{\prime}$ be the basis $\mathbf{B}_{1}^{\prime}, \mathbf{B}_{2}^{\prime}$ where $\mathbf{B}_{1}^{\prime}=\binom{2}{1} \mathbf{B}_{2}^{\prime}=\binom{-1}{2}$. Then,

$$
\begin{gathered}
S\binom{2}{1}=\binom{10}{5}=5\binom{2}{1}+0\binom{-1}{2} \\
S\binom{-1}{2}=\binom{5}{-10}=0\binom{2}{1}-5\binom{-1}{2}
\end{gathered}
$$

Hence,

$$
m_{B^{\prime}}(S)=\left(\begin{array}{rr}
5 & 0 \\
0 & -5
\end{array}\right)
$$

Note: $m_{\mathbf{B}^{\prime}}(S)$ is simpler than the matrix

$$
\left(\begin{array}{rr}
3 & 4 \\
4 & -3
\end{array}\right)
$$

of $S$ relative to the standard basis $\mathbf{E}_{1}, \mathbf{E}_{2}$. This is no accident. $\mathbf{B}^{\prime}$ is a basis that is tailor-made for the transformation $S$. (Compare Example 4, Section 2.6). More generally, given a linear transformation $T$ of a vector space $V$, a
good choice of basis $\mathbf{B}$ may yield a matrix $m_{\mathbf{B}}(T)$, which has a simple form. In Section 7.0 below, we shall pursue such a good choice of basis for an important class of linear transformations, the self-adjoint transformations.

Theorem 5.5. Let $S$ and $T$ be two linear transformations of $V$ and $\mathbf{B}$ a basis of $V$. Then,

$$
\begin{equation*}
m_{\mathbf{B}}(S T)=m_{\mathbf{B}}(S) \cdot m_{\mathbf{B}}(T) \tag{4}
\end{equation*}
$$

Proof. We put $t=m_{\mathbf{B}}(T)$ and $s=m_{\mathrm{B}}(S)$, and we write $t_{i j}$ for the $(i, j)$ entry of the matrix $t$, and $s_{i j}$ for the $(i, j)$-entry of $s$.

Fix a vector $\mathbf{X}$ in $V$ and let $x_{1}, \ldots, x_{n}$ be the coordinates of $\mathbf{X}$. Also, let $y_{1}, \ldots, y_{n}$ be the coordinates of $T \mathbf{X}$ and $z_{1}, \ldots, z_{n}$ the coordinates of $(S T)(\mathbf{X})=S(T \mathbf{X})$. Then,

$$
y_{i}=\sum_{j=1}^{n} t_{i j} x_{j}, \quad i=1, \ldots, n
$$

and

$$
z_{k}=\sum_{i=1}^{n} s_{k i} y_{i}, \quad k=1, \ldots, n .
$$

Hence,

$$
\begin{aligned}
& z_{k}=\sum_{i=1}^{n} s_{k i} \sum_{j=1}^{n} t_{i j} x_{j}=\sum_{j=1}^{n}\left(\sum_{i=1}^{n} s_{k i} t_{i j}\right) x_{j}, \\
& z_{k}=\sum_{j=1}^{n}(s \cdot t)_{k j} x_{j}
\end{aligned}
$$

It follows that the matrix $s \cdot t=m_{B}(S T)$, and so,

$$
m_{\mathbf{B}}(S) \cdot m_{B}(T)=m_{\mathbf{B}}(S T)
$$

that is, (4).
Change of Basis. Given two bases $\mathbf{B}=\left(\mathbf{B}_{1}, \ldots, \mathbf{B}_{n}\right)$ and $\mathbf{B}^{\prime}=\left(\mathbf{B}_{1}^{\prime}, \ldots, \mathbf{B}_{n}^{\prime}\right)$ of the vector space $V$. Each vector $\mathbf{X}$ receives two $n$-tuples of coordinates $\left(x_{1}, \ldots, x_{n}\right)$ and $\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)$, where

$$
\mathbf{X}=\sum_{j=1}^{n} x_{j} \mathbf{B}_{j} \quad \text { and } \quad \mathbf{X}=\sum_{j=1}^{n} x_{j}^{\prime} \mathbf{B}_{j}^{\prime}
$$

Exercise 2. Show the following:
(a) There exist matrices $c=\left(\left(c_{i j}\right)\right)$ and $d=\left(\left(d_{i j}\right)\right)$, such that whenever $\left(x_{1}, \ldots, x_{n}\right)$ and ( $x_{1}^{\prime}, \ldots, x_{n}^{\prime}$ ) are $n$-tuples of coordinates of a vector $\mathbf{X}$, as above, then

$$
\begin{equation*}
x_{j}^{\prime}=\sum_{k=1}^{n} c_{j k} x_{k}, \quad j=1, \ldots, n, \tag{5a}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{j}=\sum_{l=1}^{n} d_{j l} x_{l}^{\prime}, \quad j=1, \ldots, n \tag{5b}
\end{equation*}
$$

(b) $c$ and $d$ are uniquely determined by the relations (5a) and (5b).
(c) $d=c^{-1}$.

We use this Exercise in the following proof.
Theorem 5.6. Let $\mathbf{B}, \mathbf{B}^{\prime}$ be two bases of the vector space $V$ and $T$ be a linear transformation of $V$. Then

$$
\begin{equation*}
m_{\mathbf{B}}(T)=c m_{\mathbf{B}}(T) c^{-1} \tag{6}
\end{equation*}
$$

where $c$ is the matrix in (5a).

Proof. Let $\mathbf{X}$ be a vector in $V$ and put $\mathbf{Y}=T \mathbf{X}$. Let $\left(x_{1}, \ldots, x_{n}\right)$ and $\left(y_{1}, \ldots, y_{n}\right)$ be the coordinate $n$-tuples of $\mathbf{X}$ and $\mathbf{Y}$ relative to $\mathbf{B}$, and let $\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)$ and $\left(y_{1}^{\prime}, \ldots, y_{n}^{\prime}\right)$ be the coordinate $n$-tuples of $\mathbf{X}$ and $\mathbf{Y}$ relative to $\mathbf{B}^{\prime}$. Put

$$
a=m_{\mathbf{B}}(T) \quad \text { and } \quad a^{\prime}=m_{\mathbf{B}^{\prime}}(T)
$$

and let $a_{i j}$, respectively, $a_{i j}^{\prime}$, be the $(i, j)$-entry in $a$, respectively, $a^{\prime}$. Fix $i$. Then

$$
\begin{aligned}
y_{i}^{\prime} & =\sum_{k=1}^{n} c_{i k} y_{k}=\sum_{k=1}^{n} c_{i k}\left(\sum_{j} a_{k j} x_{j}\right)=\sum_{j}\left(\sum_{k} c_{i k} a_{k j}\right) x_{j} \\
& =\sum_{j}(c a)_{i j} x_{j}=\sum_{j}(c a)_{i j}\left(\sum_{l} d_{j l} x_{l}^{\prime}\right)=\sum_{l}\left(\sum_{j}(c a)_{i j} d_{j l}\right) x_{l}^{\prime} \\
& =\sum_{l}(c a d)_{i l} x_{l}^{\prime} .
\end{aligned}
$$

Hence,

$$
c a d=a^{\prime}
$$

So

$$
c m_{\mathbf{B}}(T) c^{-1}=m_{\mathbf{B}^{\prime}}(T)
$$

that is, (6) holds. We are done.
Example 3. $V=\mathbb{P}_{2}=$ the space of polynomials $x$ of degree $\leqslant 2$. Let $D$ be the transformation of differentiation, that is, $D f=\frac{d f}{d x}$ for each polynomial $f$ in $\mathbb{P}_{2}$. Since the derivative of a polynomial of degree $\leqslant 2$ is another such polynomial, and since differentiation is a linear operation, $D$ is a linear transformation of $\mathbb{P}_{2}$. We let $\mathbf{B}$ be the basis

$$
\mathbf{B}_{1}=1, \quad \mathbf{B}_{2}=x, \quad \mathbf{B}_{3}=x^{2}
$$

Then,

$$
\begin{aligned}
& D \mathbf{B}_{1}=0=0 \mathbf{B}_{1}+0 \mathbf{B}_{2}+0 \mathbf{B}_{3} \\
& D \mathbf{B}_{2}=1=1 \mathbf{B}_{1}+0 \mathbf{B}_{2}+0 \mathbf{B}_{3} \\
& D \mathbf{B}_{3}=2 x=0 \mathbf{B}_{1}+2 \mathbf{B}_{2}+0 \mathbf{B}_{3}
\end{aligned}
$$

So,

$$
m_{\mathbf{B}}(D)=\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 2 \\
0 & 0 & 0
\end{array}\right)
$$

Exercise 3. $T$ is the linear transformation of $\mathbb{R}^{3}$ given by equation

$$
\begin{aligned}
& x_{1}^{\prime}=x_{1}-x_{3}, \\
& x_{2}^{\prime}=x_{1}-x_{3}, \\
& x_{3}^{\prime}=x_{2}-x_{3} .
\end{aligned}
$$

Find a basis B of $\mathbb{R}^{3}$, such that

$$
m_{\mathbf{B}}(T)=\left(\begin{array}{lll}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right)
$$

Exercise 4. $V=\mathbb{P}_{3}$. Take as basis $B: 1, x, x^{2}, x^{3}$. Let $T$ be the transformation: $f(x) \rightarrow f(x+1)$ of $\mathbb{P}_{3}$ into $\mathbb{P}_{3}$. Find the matrix $m_{B}(T)$.

Exercise 5. $V$ is the space of all functions

$$
f(x)=a \cos (x)+b \sin (x), a, b \quad \text { in } \mathbb{R} .
$$

Let $T$ be the transformation of $V$ which sends $f(x)$ into $f(x+\pi)$ for each $f$, and let $\mathbf{B}$ be the basis of $V$ with $\mathbf{B}_{1}=\cos x, \mathbf{B}_{2}=\sin x$.
(a) Show that $T$ is a linear transformation of $V$.
(b) Calculate $m_{B}(T)$.

## CHAPTER 6.0

## Vector Spaces with an Inner Product

We found it useful to introduce the dot product of two vectors in order to study the geometry of $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$. There is a natural generalization of the dot product to an arbitrary vector space, which is called an inner product.

Let $V$ be a vector space. An inner product (, ) on $V$ is a rule that assigns to each pair of vectors $\mathbf{X}, \mathbf{Y}$ in $V$ a real number $(\mathbf{X}, \mathbf{Y})$ in such a way that

$$
\begin{equation*}
\text { if } \mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{Y} \in V \text { and } a, b \in \mathbb{R} \text {, then } \tag{1}
\end{equation*}
$$

$$
\left(a \mathbf{X}_{1}+b \mathbf{X}_{2}, \mathbf{Y}\right)=a\left(\mathbf{X}_{1}, \mathbf{Y}\right)+b\left(\mathbf{X}_{2}, \mathbf{Y}\right)
$$

if $\mathbf{X}, \mathbf{Y} \in V$, then

$$
\begin{equation*}
(\mathbf{X}, \mathbf{Y})=(\mathbf{Y}, \mathbf{X}) \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
(\mathbf{X}, \mathbf{X})>0 \text { if } \mathbf{X} \neq \mathbf{0} \text { and }(\mathbf{0}, \mathbf{0})=\mathbf{0} \tag{3}
\end{equation*}
$$

Properties (1) and (2) imply
If $\mathbf{X}, \mathbf{Y}_{1}, \mathbf{Y}_{2} \in V$ and $a, b \in R$, then

$$
\left(\mathbf{X}, a \mathbf{Y}_{1}+b \mathbf{Y}_{2}\right)=a\left(\mathbf{X}, \mathbf{Y}_{1}\right)+b\left(\mathbf{X}, \mathbf{Y}_{2}\right)
$$

We express properties (1) and ( $1^{\prime}$ ) together by saying that the inner product is bilinear, property (2) by saying that the inner product is symmetric, and property (3) by saying that the inner product is positive definite.

We recognize these three properties as familiar rules for the dot product on $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$.

Two vectors $\mathbf{X}, \mathbf{Y}$ in $V$ are called orthogonal (we write: $\mathbf{X} \perp \mathbf{Y}$ ) if $(\mathbf{X}, \mathbf{Y})=0$. The length of the vector $\mathbf{X}$ in $V$, denoted $|\mathbf{X}|$, is defined by $|\mathbf{X}|=\sqrt{(\mathbf{X}, \mathbf{X})}$.

## Examples of Inner Products

Example 1. Let $V=\mathbb{R}^{n}$. For

$$
\mathbf{X}=\left(\begin{array}{c}
x_{1} \\
\vdots \\
x_{n}
\end{array}\right], \mathbf{Y}=\left[\begin{array}{c}
y_{1} \\
\vdots \\
y_{n}
\end{array}\right] \in \mathbb{R}^{n},
$$

we put

$$
(\mathbf{X}, \mathbf{Y})=x_{1} y_{1}+x_{2} y_{2}+\cdots+x_{n} y_{n}=\sum_{i=1}^{n} x_{i} y_{i}
$$

Example 2. $V$ is a subspace of $\mathbb{R}^{n}$. For $\mathbf{X}, \mathbf{Y}$ in $V$, define $(\mathbf{X}, \mathbf{Y})$ as in Example 1. Then ( , ) is an inner product on $V$.

Example 3. $V=\mathbb{P}_{n}$. For

$$
f=\sum_{j=0}^{n} a_{j} x^{j}, \quad g=\sum_{j=0}^{n} b_{j} x^{j}
$$

in $\mathbb{P}_{n}$, define

$$
(f, g)=\int_{0}^{1} f(x) g(x) d x
$$

Verify that this definition makes $($,$) an inner product on \mathbb{P}_{n}$.
Exercise 1. Express ( $f, g$ ) in terms of the coefficients $a_{0}, \ldots, a_{n}, b_{0}, \ldots, b_{n}$.
Example 4. $V=\mathbb{T}_{n}$. For

$$
\begin{aligned}
& f=a_{0}+\sum_{j=1}^{n}\left(a_{j} \cos j x+b_{j} \sin j x\right) \\
& g=a_{0}^{\prime}+\sum_{j=1}^{n}\left(a_{j}^{\prime} \cos j x+b_{j}^{\prime} \sin j x\right)
\end{aligned}
$$

define $(f, g)=\int_{0}^{2 \pi} f(x) g(x) d x$.
Exercise 2. (a) Show that (, ) is an inner product on $\mathbb{T}_{n}$, (b) Express $(f, g)$ in terms of the coefficients $a_{j}, b_{j} a_{j}^{\prime}, b_{j}^{\prime}$.
Exercise 3. With the inner product on $\mathbb{P}_{2}$ given in Example 3, (a) find a non-zero vector $h$ in $\mathbb{P}_{2}$ such that $h \perp 1$ and $h \perp x$. (b) Show that if $k \in \mathbb{P}_{2}$ and if $k \perp 1, k \perp x$ and $k \perp x^{2}$, then $k=0$.

## CHAPTER 6.1

## Orthonormal Bases

Let $V$ be a vector space. Let $\mathbf{B}_{1}, \ldots, \mathbf{B}_{n}$ be a basis of $V$. To each vector $\mathbf{X}$, we let correspond a set of scalars $x_{1}, \ldots, x_{n}$ called the coordinates of $\mathbf{X}$ relative to the basis $\mathbf{B}_{1}, \ldots, \mathbf{B}_{n}$, by putting:

$$
\mathbf{X}=x_{1} \mathbf{B}_{1}+x_{2} \mathbf{B}_{2}+\cdots+x_{n} \mathbf{B}_{n} .
$$

Usually, it is laborious to compute the coordinates of a given vector.

## Example 5.

$$
\left[\begin{array}{r}
2 \\
-1 \\
-2
\end{array}\right], \quad\left(\begin{array}{l}
1 \\
1 \\
0
\end{array}\right], \quad\left[\begin{array}{l}
3 \\
5 \\
1
\end{array}\right]
$$

is a basis of $\mathbb{R}^{3}$. What are the coordinates of the vector $\mathbf{X}=\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right)$ relative to this basis?

We write

$$
\begin{align*}
& \mathbf{X}=\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right)=x_{1}\left[\begin{array}{r}
2 \\
-1 \\
-2
\end{array}\right]+x_{2}\left(\begin{array}{l}
1 \\
1 \\
0
\end{array}\right]+x_{3}\left(\begin{array}{l}
3 \\
5 \\
1
\end{array}\right] \quad \text { or } \\
& \left\{\begin{array}{l}
1=2 x_{1}+x_{2}+3 x_{3} \\
0=-x_{1}+x_{2}+5 x_{3} \\
0=-2 x_{1}+x_{3}
\end{array}\right. \tag{4}
\end{align*}
$$

Solving the system (4), we find

$$
x_{3}=2 x_{1},
$$

and so

$$
\begin{aligned}
& 1=2 x_{1}+x_{2}+6 x_{1}=8 x_{1}+x_{2} \\
& 0=-x_{1}+x_{2}+10 x_{1}=9 x_{1}+x_{2}
\end{aligned}
$$

So,

$$
x_{2}=-9 x_{1} \quad \text { and } \quad 1=8 x_{1}-9 x_{1}=-x_{1}
$$

so

$$
x_{1}=-1, x_{2}=9, x_{3}=-2
$$

So $-1,9,-2$ are the coordinates of $\mathbf{X}$ relative to the given basis.
As you see, we can do it but it takes a bit of work. For a certain class of bases, the problem of calculating the coordinates of a given vector relative to the basis is very easy. These are the so-called orthonormal bases.

Let $V$ be a vector space with an inner product (, ). An orthogonal set of vectors in $V$ is a set of vectors $\mathbf{X}_{1}, \ldots, \mathbf{X}_{k}$, such that $\mathbf{X}_{i} \perp \mathbf{X}_{j}$ whenever $i \neq j$.

Exercise 4. Let $\mathbf{X}_{1}, \ldots, \mathbf{X}_{k}$ be an orthogonal set of vectors in $V$, with $\mathbf{X}_{i} \neq 0$ for each $i$. Show that $\mathbf{X}_{1}, \ldots, \mathbf{X}_{k}$ is a linearly independent set in $V$.

An orthogonal set of vectors, each of which has length 1, is called an orthonormal set of vectors. If, in addition, the set of vectors is a basis, we call it an orthonormal basis of $V$. Thus, $\mathbf{B}_{1}, \ldots, \mathbf{B}_{n}$ is an orthonormal basis of $V$ provided that (a) $\left(\mathbf{B}_{i}, \mathbf{B}_{j}\right)=0$ if $i \neq j,\left(\right.$ b) $\left(\mathbf{B}_{i}, \mathbf{B}_{i}\right)=1$ for each $i$, and (c) $\mathbf{B}_{1}, \ldots, \mathbf{B}_{n}$ is a basis of $V$.

Theorem 6.1. Let $\mathbf{B}_{1}, \ldots, \mathbf{B}_{n}$ be an orthonormal basis of $V$. Let $\mathbf{X}$ be a vector in $V$, and let $x_{1}, \ldots, x_{n}$ be the coordinates of $\mathbf{X}$ relative to the basis $\mathbf{B}_{1}, \ldots, \mathbf{B}_{n}$. Then,

$$
\begin{equation*}
x_{i}=\left(\mathbf{X}, \mathbf{B}_{i}\right), \quad i=1, \ldots, n \tag{5}
\end{equation*}
$$

Proof. $\mathbf{X}=x_{1} \mathbf{B}_{1}+\cdots+x_{n} \mathbf{B}_{n}$. Take the inner product of this equation with $\mathbf{B}_{i}$ for some value of $i$ and use the bilinearity of the inner product. Then

$$
\left(\mathbf{X}, \mathbf{B}_{i}\right)=x_{1}\left(\mathbf{B}_{1}, \mathbf{B}_{i}\right)+x_{2}\left(\mathbf{B}_{2}, \mathbf{B}_{i}\right)+\cdots+x_{n}\left(\mathbf{B}_{n}, \mathbf{B}_{i}\right) .
$$

Since $\left(\mathbf{B}_{j}, \mathbf{B}_{i}\right)=0$ whenever $j \neq i$ and $\left(B_{i}, B_{i}\right)=1$, this gives $\left(\mathbf{X}, \mathbf{B}_{i}\right)=x_{i}$, as was to be shown.

Example 6. $V_{0}$ is the vector space which is the plane $2 x+3 y+4 z=0$ in $\mathbb{R}^{3}$, and the inner product on $V_{0}$ is that given in Example 2. We seek an orthonormal basis of $V_{0}$ : We have $(-3,2,0) \in V$ and $(2,3,4)$ is a normal
vector to $V_{0}$. Hence, the cross-product of these two vectors: $(8,12,-13)$ is in $V_{0}$ and is orthogonal to $(-3,2,0)$. Thus,

$$
\mathbf{X}_{1}=\frac{1}{\sqrt{9+4}}(-3,2,0) \quad \text { and } \quad \mathbf{x}_{2}=\frac{1}{\sqrt{8^{2}+12^{2}+(-13)^{2}}}(8,12,-13)
$$

is an orthonormal basis for $V_{0}$.
Theorem 6.2. We use the notation of Theorem 6.1. Fix $\mathbf{X} \in V$. Then,

$$
\begin{equation*}
|\mathbf{X}|^{2}=\sum_{i=1}^{n}\left(\mathbf{X}, \mathbf{B}_{i}\right)^{2} \tag{6}
\end{equation*}
$$

Proof. $\mathbf{X}=\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}$, where $x_{i}=\left(\mathbf{X}, \mathbf{B}_{i}\right)$.

$$
(\mathbf{X}, \mathbf{X})=\left(\sum_{i} x_{i} \mathbf{B}_{i}, \sum_{j} x_{j} \mathbf{B}_{j}\right) .
$$

Using the bilinearity of the inner product, we get

$$
|\mathbf{X}|^{2}=(\mathbf{X}, \mathbf{X})=\sum_{i, j} x_{i} x_{j}\left(\mathbf{B}_{i}, \mathbf{B}_{j}\right)=\sum_{i=1}^{n} x_{i}^{2}=\sum_{i=1}^{n}\left(\mathbf{X}, \mathbf{B}_{i}\right)^{2}
$$

as was to be proved.
Using the same method, we can prove a generalization of Theorem 6.2.
Theorem 6.3. Let $\mathbf{X}, \mathrm{Y}$ be two vectors in V . Then,

$$
\begin{equation*}
(\mathbf{X}, \mathbf{Y})=\sum_{i=1}^{n}\left(\mathbf{X}, \mathbf{B}_{i}\right)\left(\mathbf{Y}, \mathbf{B}_{i}\right) . \tag{7}
\end{equation*}
$$

Give the proof of this Theorem.
Existence of an orthonormal basis. Let $V$ be an $n$-dimensional vector space with an inner product (, ). Then $V$ has a basis $\mathbf{B}_{1}, \ldots, \mathbf{B}_{n}$. We shall construct an orthonormal basis for $V$, and our method of construction will be Mathematical Induction, as in the proof of Theorem 5.1.

Claim. For each $k, 1 \leqslant k \leqslant n$, the subspace $\left[\mathbf{B}_{1}, \ldots, \mathbf{B}_{k}\right]$ has an orthonormal basis.

Proof of Claim. For $k=1$, the one-element basis $\frac{\mathbf{B}_{1}}{\left|\mathbf{B}_{1}\right|}$ is an orthonormal basis of $\left[\mathbf{B}_{1}\right]$.
Suppose that the claim is true for $k$. Let $\mathbf{G}_{1}, \ldots, \mathbf{G}_{k}$ be an orthonormal basis for $\left[\mathbf{B}_{1}, \ldots, \mathbf{B}_{k}\right]$. Put

$$
\mathbf{C}=\mathbf{B}_{k+1}-\sum_{i=1}^{k}\left(\mathbf{B}_{k+1}, \mathbf{G}_{i}\right), \mathbf{G}_{i} .
$$

If $\mathbf{C}=0, \mathbf{B}_{k+1}=\sum_{i=1}^{k}\left(\mathbf{B}_{k+1}, \mathbf{G}_{i}\right) \mathbf{G}_{j}$. So $\mathbf{B}_{k+1} \in\left[\mathbf{G}_{1}, \ldots, \mathbf{G}_{k}\right]=\left[\mathbf{B}_{1}, \ldots, \mathbf{B}_{k}\right]$, contrary to the fact that $\mathbf{B}_{k+1}$ is not a linear combination of $\mathbf{B}_{1}, \ldots, \mathbf{B}_{k}$. So, $\mathbf{C} \neq 0$. Put

$$
\mathbf{G}_{k+1}=\frac{\mathbf{C}}{|\mathbf{C}|} .
$$

Then,

$$
\begin{equation*}
\mathbf{B}_{k+1}=\sum_{i=1}^{k}\left(\mathbf{B}_{k+1}, \mathbf{G}_{i}\right) \mathbf{G}_{i}+|\mathbf{C}| \mathbf{G}_{k+1} \tag{8}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\mathbf{B}_{k+1}=\mathbf{D}+|\mathbf{C}| \mathbf{G}_{k+1}, \tag{9}
\end{equation*}
$$

where $\mathbf{D} \in\left[\mathbf{G}_{1}, \ldots, \mathbf{G}_{k}\right]=\left[\mathbf{B}_{1}, \ldots, \mathbf{B}_{k}\right]$. Equation (8) yields $\mathbf{B}_{k+1} \in\left[\mathbf{G}_{1}, \ldots\right.$, $\left.\mathbf{G}_{k+1}\right]$. Also, $\mathbf{B}_{1}, \ldots, \mathbf{B}_{k} \in\left[\mathbf{G}_{1}, \ldots, \mathbf{G}_{k+1}\right]$. Hence, $\left[\mathbf{B}_{1}, \ldots, \mathbf{B}_{k+1}\right] \subseteq\left[\mathbf{G}_{1}, \ldots\right.$, $\left.\mathbf{G}_{k+1}\right]$. Equation (9) gives that $\mathbf{G}_{k+1} \in\left[\mathbf{B}_{1}, \ldots, \mathbf{B}_{k+1}\right]$. Also, $\mathbf{G}_{1}, \ldots, \mathbf{G}_{k} \in$ $\left[\mathbf{B}_{1}, \ldots, \mathbf{B}_{k+1}\right]$. Hence, $\left[\mathbf{G}_{1}, \ldots, \mathbf{G}_{k+1}\right] \subseteq\left[\mathbf{B}_{1}, \ldots, \mathbf{B}_{k+1}\right]$.

If we are given two sets of vectors, each of which is contained in the other, then the two sets are equal. So

$$
\begin{equation*}
\left[\mathbf{G}_{1}, \ldots, \mathbf{G}_{k+1}\right]=\left[\mathbf{B}_{1}, \ldots, \mathbf{B}_{k+1}\right] \tag{10}
\end{equation*}
$$

For each $j \leqslant k$,

$$
\left(\mathbf{C}, \mathbf{G}_{j}\right)=\left(\mathbf{B}_{k+1}, \mathbf{G}_{j}\right)-\left(\mathbf{B}_{k+1}, \mathbf{G}_{j}\right)=0
$$

Since $\mathbf{G}_{k+1}=\frac{1}{|\mathbf{C}|} \mathbf{C}$, hence, also $\left(\mathbf{G}_{k+1}, \mathbf{G}_{j}\right)=0$. It follows that $\mathbf{G}_{1}, \ldots, \mathbf{G}_{\boldsymbol{k}+1}$ is an orthonormal set of vectors. Because of (10), then, $\mathbf{G}_{1}, \mathbf{G}_{2}, \ldots, \mathbf{G}_{k+1}$ is an orthonormal basis for $\left[\mathbf{B}_{1}, \ldots, \mathbf{B}_{k+1}\right.$ ].

So the claim is true for $k+1$. Since the claim is true for $k=1$, it follows that it is true for $k=2,3, \ldots, n$. Then $\mathbf{G}_{1}, \ldots, \mathbf{G}_{n}$ is an orthonormal basis for $\left[\mathbf{B}_{1}, \ldots, \mathbf{B}_{n}\right]=V$. We have proved the following:

Theorem 6.4. Let $V$ be an n-dimensional vector space with an inner product. Then $V$ has an orthonormal basis $G_{1}, \ldots, G_{n}$.

This process is called Gram-Schmidt orthonormalization.
Exercise 5. Find an orthonormal basis for each of the following subspaces $V$ of $\mathbb{R}^{4}$, where the inner product on $V$ is as in Example 2.
(a) $V$ has the equation $x_{4}=0$;
(b) $V$ has the equation $x_{1}+x_{2}+x_{3}+x_{4}=0$;
(c) $V$ is given by the equations $x_{1}=x_{2}$ and $x_{3}=x_{4}$.

Exercise 6. Find an orthonormal basis for the space $\mathbb{T}_{2}$ of all functions:

$$
f(x)=a_{0}+a_{1} \cos x+b_{1} \sin x+a_{2} \cos (2 x)+b_{2} \sin (2 x),
$$

where $(f, g)=\int_{0}^{2 \pi} f(x) g(x) d x$ for $f, g$ in $\mathbb{T}_{2}$ gives the inner product.

Exercise 7. (a) Find an orthonormal basis for the space $\mathbb{P}_{2}$ consisting of all polynomials $\mathbb{P}(x)=a+b x+c x^{2}$, where $a, b, c$ are scalars, and $(P, Q)=\int_{-1}^{1} P(X) Q(x) d x$ for $P, Q$ in $\mathbb{P}_{2}$.
(b) Expand the polynomial $x^{2}$ in the form:

$$
x^{2}=t_{1} \mathbf{B}_{1}+t_{2} \mathbf{B}_{2}+t_{3} \mathbf{B}_{3},
$$

where $\mathbf{B}_{1}, \mathbf{B}_{2}, \mathbf{B}_{3}$ is the orthonormal basis you have chosen.
(c) Verify the formula (6) in this case, i.e., show that

$$
\left(x^{2}, x^{2}\right)=t_{1}^{2}+t_{2}^{2}+t_{3}^{2}
$$

by direct calculation.

## CHAPTER 6.2

## Orthogonal Decomposition of a Vector Space

Let $\Pi$ be a plane through the origin in $\mathbb{R}^{3}$, and let $L$ be the line through the origin that is orthogonal to $\Pi$. Then every vector $\mathbf{X}$ in $\mathbb{R}^{3}$ can be expressed in the form

$$
\begin{equation*}
\mathbf{X}=\mathbf{U}+\mathbf{V}, \tag{11}
\end{equation*}
$$

where $\mathbf{U} \in \Pi$ and $\mathbf{V} \in L$.
Now, let $V$ be a vector space with an inner product (, ) and let $\Pi$ be a subspace of $V$. We should like to have a generalization of formula (11) to this situation.

We say that a vector $\mathbf{Z}$ in $V$ is perpendicular to $\Pi$ if $\mathbf{Z} \perp \mathbf{B}$ for each $\mathbf{B}$ in $\Pi$, and we denote by $\Pi^{\perp}$ the set of all vectors in $V$ that are perpendicular to $\Pi$. So $\Pi^{\perp}$ is a replacement for the line $L$ above. The generalization of (11) that we seek is the formula

$$
\begin{equation*}
\mathbf{X}=\overline{\mathbf{X}}+\mathbf{Z}, \tag{12}
\end{equation*}
$$

where $\mathbf{X}$ is a given vector in $V, \overline{\mathbf{X}}$ is a vector in $\Pi$, and $\mathbf{Z}$ is a vector in $\Pi^{\perp}$.

Exercise 1. Show that $\Pi^{+}$is a subspace of $V$.
Let $\mathbf{X}_{1}, \ldots, \mathbf{X}_{l}$ be an orthonormal basis of $\Pi$.
Exercise 2. Let $\mathbf{X}$ be a vector in $V$ and put

$$
\mathbf{Z}=\mathbf{X}-\sum_{i=1}^{I}\left(\mathbf{X}, \mathbf{X}_{i}\right) \mathbf{X}_{i} .
$$

Show that $\mathbf{Z}$ belongs to $\Pi^{\perp}$.
Fix $\mathbf{X} \in V$. Put $\overline{\mathbf{X}}=\sum_{i=1}^{l}\left(\mathbf{X}, \mathbf{X}_{i}\right) \mathbf{X}_{i}$. Then $\overline{\mathbf{X}} \in \Pi$. Also, by Exercise 2,


Figure 6.1


Figure 6.2
$\mathbf{Z} \in \Pi^{\perp}$. Finally,

$$
\mathbf{X}=\sum_{i=1}^{l}\left(\mathbf{X}, \mathbf{X}_{i}\right) \mathbf{X}_{i}+\mathbf{Z}=\overline{\mathbf{X}}+\mathbf{Z}
$$

So we have the desired formula (12). Since (12) holds for each vector $\mathbf{X}$ in $V$, we regard (12) as giving an orthogonal decomposition of the whole space $V$ into a sum of the two mutually orthogonal subspaces $\Pi$ and $\Pi^{\perp}$.

Now consider an arbitrary vector $\mathbf{A}$ in $\Pi$. Then

$$
\mathbf{A}=\sum_{i=1}^{l}\left(\mathbf{A}, \mathbf{X}_{i}\right) \mathbf{X}_{i}
$$

and so

$$
\mathbf{X}-\mathbf{A}=\sum_{i=1}^{l}\left[\left(\mathbf{X}, \mathbf{X}_{i}\right)-\left(\mathbf{A}, \mathbf{X}_{i}\right)\right] \mathbf{X}_{i}+\mathbf{Z}
$$

Exercise 3. (a) Using the fact that $\mathbf{Z}=\mathbf{X}-\overline{\mathbf{X}}$, show that

$$
|\mathbf{X}-\mathbf{A}|^{2}=\sum_{i=1}^{l}\left|\left(\mathbf{X}, \mathbf{X}_{i}\right)-\left(\mathbf{A}, \mathbf{X}_{i}\right)\right|^{2}+|\mathbf{X}-\overline{\mathbf{X}}|^{2}
$$

(b) Deduce that $|\mathbf{X}-\mathbf{A}|>|\mathbf{X}-\overline{\mathbf{X}}|$ unless $\mathbf{A}=\overline{\mathbf{X}}$.
(c) Conclude that $\overline{\mathbf{X}}$ is the vector in $\Pi$ closest to $\mathbf{X}$.

Exercise 4. Let $\Pi$ be a subspace of $V$ and let $\mathbf{X}$ be a vector in $V$. Let $\mathbf{X}^{*}$ be the vector in $\Pi$ that is closest to $\mathbf{X}$. Show that $\mathbf{X}-\mathbf{X}^{*}$ is perpendicular to $\Pi$.
Exercise 5. Let $\mathbf{X}$ be a vector in $V$. Show that the representation of $\mathbf{X}$ given in (12) is unique, in the sense that if

$$
\mathbf{X}=\mathbf{X}^{\prime}+\mathbf{Z}^{\prime} \quad \text { and } \quad \mathbf{X}=\mathbf{X}^{\prime \prime}+\mathbf{Z}^{\prime \prime}
$$

where $\mathbf{X}^{\prime}$ and $\mathbf{X}^{\prime \prime}$ belong to $\Pi$, and $\mathbf{Z}^{\prime}$ and $\mathbf{Z}^{\prime \prime}$ belong to $\Pi^{\perp}$, then $\mathbf{X}^{\prime}=\mathbf{X}^{\prime \prime}$ and $\mathbf{Z}^{\prime}=\mathbf{Z}^{\prime \prime}$.

Exercise 6. We use the preceding notation. Define a transformation $P$ of the vector space $V$ to itself by putting

$$
P(\mathbf{X})=\sum_{i=1}^{l}\left(\mathbf{X}, \mathbf{X}_{i}\right) \mathbf{X}_{i}
$$

for each $\mathbf{X}$ in $V$. Show that the following are true:
(a) $P$ is a linear transformation of $V$.
(b) $P^{2}=P$.
(c) For all $\mathbf{X}, \mathbf{Y}$ in $V$, we have $(P \mathbf{X}, \mathbf{Y})=(\mathbf{X}, P \mathbf{Y})$.
(d) The range of $P$ (i.e., the set of all values taken on by $P$ ) equals the subspace $\Pi$.
$P$ is called the orthogonal projection of $V$ on $\Pi$.

## CHAPTER 7.0

## Symmetric Matrices in $n$ Dimensions

In the cases of dimensions 2 and 3, we have seen that a special role is played by symmetric matrices, those matrices that are equal to their own transposes. The same definition works in $\mathbb{R}^{n}$ for $n \geqslant 4$, and as in the case of lower dimensions, these matrices have special properties that make them particularly valuable in the analysis of quadratic forms.

Recall that the transpose of an $n \times n$ matrix $m$ with entry $a_{i j}$ in the $i$ th row and $j$ th column is the matrix $m^{*}$ with $a_{i j}^{*}=a_{j i}$. Thus, the matrix $m^{*}$ is obtained by reflecting the entries of $m$ across its diagonal. A matrix is symmetric if it is equal to its own transpose, so $m^{*}=m$, or, equivalently, $a_{i j}=a_{j i}$ for all $i, j$. We shall write $\langle\mathbf{X}, \mathbf{Y}\rangle$ for $\mathbf{X} \cdot \mathbf{Y}$ if $\mathbf{X}, \mathbf{Y} \in \mathbb{R}^{n}$.

A linear transformation $T$ of $\mathbb{R}^{n}$ is said to be self-adjoint if for all vectors $\mathbf{X}$ and $\mathbf{Y}$ the inner product of $\mathbf{X}$ with $T \mathbf{Y}$ is the same as the inner product of $T \mathbf{X}$ with $\mathbf{Y}$. The matrix of a self-adjoint transformation (with respect to the standard basis) is symmetric. This is so because the $j$ th column of the matrix $m(T)$ of $T$ is given by $T\left(\mathbf{E}_{j}\right)$, so $\left\langle T \mathbf{E}_{j}, \mathbf{E}_{i}\right\rangle=a_{i j}$, and $\left\langle\mathbf{E}_{j}, T \mathbf{E}_{i}\right\rangle=a_{j i}$. Since $T$ is self-adjoint, these are equal.

Exercise 1. Show, conversely, that if $T$ is a linear transformation of $\mathbb{R}^{n}$ with a symmetric matrix, then $T$ is self-adjoint.

In three dimensions, we proved an important result about the eigenvectors of a self-adjoint linear transformation, the fact that eigenvectors corresponding to distinct eigenvalues are perpendicular. That proof did not use coordinates, and it works just as well in $n$-dimensional space: If $T \mathbf{X}=t \mathbf{X}$ and $T \mathbf{Y}=s \mathbf{Y}$, where $s \neq t$, then

$$
t\langle\mathbf{X}, \mathbf{Y}\rangle=\langle t \mathbf{X}, \mathbf{Y}\rangle=\langle T \mathbf{X}, \mathbf{Y}\rangle=\langle\mathbf{X}, T \mathbf{Y}\rangle=\langle\mathbf{X}, s \mathbf{Y}\rangle=s\langle\mathbf{X}, \mathbf{Y}\rangle
$$

But, since $s \neq t$, this can only happen when $\langle\mathbf{X}, \mathbf{Y}\rangle=0$.

In three dimensions, we used the fact that every linear transformation $T$ has a real eigenvalue to obtain an orthonormal basis for $\mathbb{R}^{3}$ consisting of eigenvectors of $T$, (Spectral Theorem in $\mathbb{R}^{3}$ in Chapter 3.7). As we have seen, however, not every linear transformation of $\mathbb{R}^{4}$ has a real eigenvalue.

Nonetheless, we shall show that every self-adjoint linear transformation $T$ of $\mathbb{R}^{4}$ does have a real eigenvalue, and, moreover, that there is an orthonormal basis of $\mathbb{R}^{4}$ that consists of eigenvectors of $T$.

To prove all this, we shall use a device frequently used in mathematics when one wishes to construct a certain mathematical object: assume that we have the object already, find out what properties it will have and use those properties in our construction. Let us then consider a linear transformation $T$ of $\mathbb{R}^{4}$ that possesses eigenvectors $\mathbf{X}_{i}$ with $T \mathbf{X}_{i}=\lambda_{i} \mathbf{X}_{i}, i=1,2$, 3,4 , where the $\lambda_{i}$ are real scalars and the set $\mathbf{X}_{1}, \ldots, \mathbf{X}_{4}$ is an orthonormal basis of $\mathbb{R}^{4}$. We define the function $Q(\mathbf{X})$ on $\mathbb{R}^{4}$ by

$$
Q(\mathbf{X})=\langle T \mathbf{X}, \mathbf{X}\rangle
$$

for each $\mathbf{X}$ in $\mathbb{R}^{4}$. Since the $\mathbf{X}_{i}$ form an orthonormal basis of $\mathbb{R}^{4}$, we have

$$
\mathbf{X}=\sum_{i=1}^{4}\left\langle\mathbf{X}, \mathbf{X}_{i}\right\rangle \mathbf{X}_{i} \quad \text { and } \quad|\mathbf{X}|^{2}=\sum_{i=1}^{4}\left\langle\mathbf{X}, \mathbf{X}_{i}\right\rangle^{2}
$$

for each $\mathbf{X}$ in $\mathbb{R}^{4}$, and so $T \mathbf{X}=\sum_{i=1}^{4} \lambda_{i}\left\langle\mathbf{X}, \mathbf{X}_{i}\right\rangle \mathbf{X}_{i}$ and

$$
\begin{equation*}
Q(\mathbf{X})=\left\langle\sum_{i=1}^{4}\left\langle\mathbf{X}, \mathbf{X}_{i}\right\rangle \lambda_{i} \mathbf{X}_{i}, \sum_{i=1}^{4}\left\langle\mathbf{X}, \mathbf{X}_{i}\right\rangle \mathbf{X}_{i}\right\rangle=\sum_{i=1}^{4} \lambda_{i}\left\langle\mathbf{X}, \mathbf{X}_{i}\right\rangle^{2} . \tag{1}
\end{equation*}
$$

By suitable labeling of the eigenvectors, we can assure that $\lambda_{1}$ is the largest of the 4 eigenvalues, then, by (1) we have

$$
\begin{equation*}
Q(\mathbf{X}) \leqslant \sum_{i=1}^{4}\left\langle\mathbf{X}, \mathbf{X}_{i}\right\rangle^{2} \lambda_{1}=\lambda_{1}|\mathbf{X}|^{2} \tag{2}
\end{equation*}
$$

We denote by $\Gamma$ the "unit sphere" in $\mathbb{R}^{4}$ consisting of all vectors $\mathbf{X}$ with $|\mathbf{X}|=1$. By (2), $Q(\mathbf{X}) \leqslant \lambda_{1}$ for all $\mathbf{X}$ in $\Gamma$. Also, $Q\left(\mathbf{X}_{1}\right)=\left\langle T \mathbf{X}_{1}, \mathbf{X}_{1}\right\rangle=$ $\left\langle\lambda_{1} \mathbf{X}_{1}, \mathbf{X}_{1}\right\rangle=\lambda_{1}\left\langle\mathbf{X}_{1}, \mathbf{X}_{1}\right\rangle=\lambda_{1}$. Thus, we have $Q(\mathbf{X}) \leqslant Q\left(\mathbf{X}_{1}\right)$ for all $\mathbf{X}$ in $\Gamma$. So we have found: the function $Q(\mathbf{X})$ attains its maximum value on the unit sphere $\Gamma$ at the vector $\mathbf{X}_{1}$.

Let us now turn this argument around: we consider a self-adjoint linear transformation $T$ on $\mathbb{R}^{4}$. We form the function $Q(\mathbf{X})=\langle T \mathbf{X}, \mathbf{X}\rangle$ defined for all $\mathbf{X}$ in $\mathbb{R}^{4}$.

It can be shown that every continuous function defined on a sphere in $\mathbb{R}^{4}$ takes its maximum value at some point of the sphere. Let $\mathbf{Z}$ be a vector in $\Gamma$ where $Q(\mathbf{X})$ takes on its maximum value on $\Gamma$, that is, such that $Q(\mathbf{X}) \leqslant Q(\mathbf{Z})$ for all $\mathbf{X}$ in $\Gamma$.

Choose a unit vector $\mathbf{Y}$ perpendicular to $\mathbf{Z}$. Then, for each $\phi$ in $\mathbb{R}$, $\cos (\phi) \mathbf{Z}+\sin (\phi) \mathbf{Y}$ is also a unit vector.

We define a function $f(\phi)$ by

$$
f(\phi)=Q(\cos (\phi) \mathbf{Z}+\sin (\phi) \mathbf{Y})
$$

Since $Q(\mathbf{X})$ takes on its maximum value on $\Gamma$ at $\mathbf{Z}, f(\phi)$ takes on its maximum value when $\phi=0$. Now,

$$
\begin{aligned}
f(\phi)= & \langle T(\cos (\phi) \mathbf{Z}+\sin (\phi) \mathbf{Y}), \cos (\phi) \mathbf{Z}+\sin (\phi) \mathbf{Y}\rangle \\
= & \cos ^{2}(\phi)\langle T \mathbf{Z}, \mathbf{Z}\rangle+\cos (\phi) \sin (\phi)[\langle T \mathbf{Z}, \mathbf{Y}\rangle+\langle\mathbf{Z}, T(\mathbf{Y})\rangle] \\
& +\sin ^{2}(\phi)\langle T \mathbf{Y}, \mathbf{Y}\rangle .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
f^{\prime}(\phi)= & -2 \cos (\phi) \sin (\phi)\langle T \mathbf{Z}, \mathbf{Z}\rangle+\left(\cos ^{2}(\phi)-\sin ^{2}(\phi)\right)[\langle T \mathbf{Z}, \mathbf{Y}\rangle \\
& +\langle\mathbf{Z}, T \mathbf{Y}\rangle]+2 \cos (\phi) \sin (\phi)\langle T \mathbf{Y}, \mathbf{Y}\rangle .
\end{aligned}
$$

Since $f(\phi)$ takes on its maximum value at $\phi=0$, we have $f^{\prime}(0)=0$. It follows that $\langle T \mathbf{Z}, \mathbf{Y}\rangle+\langle\mathbf{Z}, T \mathbf{Y}\rangle=0$.

Since $T$ is self-adjoint, $\langle\mathbf{Z}, T \mathbf{Y}\rangle=\langle T \mathbf{Z}, \mathbf{Y}\rangle$, so $2\langle T \mathbf{Z}, \mathbf{Y}\rangle=0$, and so $\langle T \mathbf{Z}, \mathbf{Y}\rangle=0$. We have shown that every vector $\mathbf{Y}$ perpendicular to $\mathbf{Z}$ is also perpendicular to $T \mathbf{Z}$. This can only happen if $T \mathbf{Z}$ is a scalar multiple of $\mathbf{Z}$ (prove this!'), and so $\mathbf{Z}$ is an eigenvector of $T$. Thus, we have found: if $Q(\mathbf{X})=\langle T \mathbf{X}, \mathbf{X}\rangle$ takes its maximum value on $\Gamma$ at $\mathbf{Z}$, then $\mathbf{Z}$ is an eigenvector of $T$.

Moreover, we have shown that the hyperplane consisting of all vectors $\mathbf{Y}$ perpendicular to $\mathbf{Z}$ is mapped into itself by $T$.
Next, let $V$ be an $n$-dimensional vector space with an inner product $\langle$,$\rangle and let T$ be a self-adjoint linear transformation on $V$. We form, as before, the function $Q(\mathbf{X})=\langle T \mathbf{X}, \mathbf{X}\rangle$ defined for all $\mathbf{X}$ in $V$, and we choose a point $\mathbf{Z}$ on the unit sphere $\Gamma$ of $V$, such that $Q(\mathbf{X})$ assumes at $\mathbf{X}=\mathbf{Z}$ its maximum value on $\Gamma$. By exactly the same argument we used above in $\mathbb{R}^{4}$, $\mathbf{Z}$ is an eigenvector of $T$ and, furthermore, if $V^{\prime}$ denotes the subspace of $V$ consisting of all vectors in $V$ that are perpendicular to $\mathbf{Z}$, then $T$ maps $V^{\prime}$ into itself. The restriction of $T$ to $V^{\prime}$ is then a self-adjoint linear transformation on $V^{\prime}$. If we apply the preceding argument to this transformation on $V^{\prime}$, we obtain an eigenvector $\mathbf{X}^{\prime}$ of $T$ in $V^{\prime}$, with $\left|X^{\prime}\right|=1$, and further, $T$ maps the subspace of $V^{\prime}$ consisting of all vectors perpendicular to $\mathbf{X}^{\prime}$ into itself. Also, since $\mathbf{X}^{\prime} \in V^{\prime}, \mathbf{X}^{\prime}$ is perpendicular to $X$. Continuing in this way, we obtain a succession of subspaces $V, V^{\prime}, V^{\prime \prime}, \ldots$, each contained in the preceding one and of dimension 1 less than it, and a succession of mutually orthogonal unit eigenvectors of $T, \mathbf{Z}, X^{\prime}, X^{\prime \prime}, \ldots$, such that $\mathbf{Z} \in V$, $X^{\prime} \in V^{\prime}, X^{\prime \prime} \in V^{\prime \prime}$, and so. This succession must stop after $n$ steps, when we have reached a subspace of dimension 1 . In this way, we obtain $n$ mutually perpendicular unit eigenvectors of $T$ in $V$. We have proved the following:

Theorem 7.1 (Spectral Theorem in Dimension n). Let $V$ be an $n$-dimensional vector space with an inner product $\langle$,$\rangle , and let T$ be a self-adjoint linear transformation on $V$. Then, there exists an orthonormal basis of $V$ that consists of $n$ eigenvectors of $T$.

The characteristic equation. Recall that we found the eigenvalues of a symmetric matrix in 2 and 3 dimensions by solving a certain polynomial equation, called the characteristic equation. The situation is similar in $\mathbb{R}^{n}$ for $n \geqslant 4$.

Let $T$ be a self-adjoint linear transformation of $\mathbb{R}^{n}$ with symmetric matrix $m=\left(\left(a_{i j}\right)\right)$. If $\lambda$ is an eigenvalue of $T$, then there is a corresponding vector $\mathbf{X} \neq \mathbf{0}$ in $\mathbb{R}^{n}$ with $T \mathbf{X}=\lambda \mathbf{X}$ or $(T-\lambda I) \mathbf{X}=\mathbf{0}$. Expressed in terms of coordinates, this becomes, if $\mathbf{X}=\left(x_{1}, \ldots, x_{n}\right)$,

$$
\begin{gather*}
\sum_{j=1}^{n} a_{i j} x_{j}-\lambda x_{i}=0, \quad j=1,2, \ldots, n, \quad \text { or } \\
\left(a_{11}-\lambda\right) x_{1}+a_{12} x_{2}+\cdots+a_{1 n} x_{n}=0 \\
a_{21} x_{1}+\left(a_{22}-\lambda\right) x_{2}+\cdots+a_{2 n} x_{n}=0  \tag{3}\\
\vdots \\
a_{n 1} x_{1}+a_{n 2} x_{2}+\cdots+\left(a_{n n}-\lambda\right) x_{n}=0
\end{gather*}
$$

Thus, the homogeneous system (3) has a non-zero solution, and so, the determinant of the corresponding matrix is 0 , that is, we have

$$
\left|\begin{array}{cccc}
a_{11}-\lambda & a_{12} & \cdots & a_{1 n}  \tag{4}\\
a_{21} & a_{22}-\lambda & \cdots & a_{2 n} \\
& & \vdots & \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}-\lambda
\end{array}\right|=0
$$

Each of the steps of this argument is reversible, and so, if (4) holds for a given number $\lambda$, then there exists a non-zero vector $\mathbf{X}$ such that $T \mathbf{X}=\lambda \mathbf{X}$.

The equation (4), thus, is a necessary and sufficient condition on a number $\lambda$ in order that $\lambda$ is an eigenvalue of $T$.

If we expand out the determinant, we see that (4) can be written in the form

$$
\begin{equation*}
(-1)^{n} \lambda^{n}+B_{1} \lambda^{n-1}+B_{2} \lambda^{n-2}+\cdots+B_{n-1} \lambda+B_{n}=0 \tag{5}
\end{equation*}
$$

where $B_{1}, B_{2}, \ldots, B_{n}$ are certain constants. Finding the eigenvalues of $T$ then amounts to finding the roots (solutions) of the polynomial equation (5) of degree $n$. Equation (5) or, equivalently, equation (4), is called the characteristic equation of the transformation $T$.

Eigenvalue problems occur frequently in applications of linear algebra in science, engineering, statistics, economics, etc. For this reason, computer programs have been written to solve the characteristic equation (5) or to find alternative ways of calculating the eigenvalues of a given $n \times n$ matrix.

Let us compute the eigenvalues in a simple example to illustrate the preceding theory.

Example 1. Let $T$ be the transformation of $\mathbb{R}^{4}$ with matrix

$$
m=\left(\begin{array}{llll}
6 & 2 & 0 & 0 \\
2 & 3 & 0 & 0 \\
0 & 0 & 5 & 5 \\
0 & 0 & 5 & 5
\end{array}\right)
$$

The characteristic equation here is

$$
\begin{gathered}
\left|\begin{array}{cccc}
6-\lambda & 2 & 0 & 0 \\
2 & 3-\lambda & 0 & 0 \\
0 & 0 & 5-\lambda & 5 \\
0 & 0 & 5 & 5-\lambda
\end{array}\right|=0, \text { or } \\
(6-\lambda)\left|\begin{array}{ccc}
3-\lambda & 0 & 0 \\
0 & 5-\lambda & 5 \\
0 & 5 & 5-\lambda
\end{array}\right|-2\left|\begin{array}{ccc}
2 & 0 & 0 \\
0 & 5-\lambda & 5 \\
0 & 5 & 5-\lambda
\end{array}\right|=0, \quad \text { or } \\
(6-\lambda)(3-\lambda)\left[(5-\lambda)^{2}-25\right]-2 \cdot 2\left[(5-\lambda)^{2}-25\right]=0, \quad \text { or } \\
\left(\lambda^{2}-9 \lambda+14\right)\left(\lambda^{2}-10 \lambda\right)=0, \quad \text { or } \\
(\lambda-7)(\lambda-2) \lambda(\lambda-10)=0 .
\end{gathered}
$$

The roots are $7,2,0,10$, so these are the eigenvalues. Let us find an eigenvector with eigenvalue 7 , that is, find $\mathbf{X}=\left(x_{1}, \ldots, x_{4}\right)$ with $T \mathbf{X}=7 \mathbf{X}$. Then,

$$
\begin{gathered}
{\left[\begin{array}{llll}
6 & 2 & 0 & 0 \\
2 & 3 & 0 & 0 \\
0 & 0 & 5 & 5 \\
0 & 0 & 5 & 5
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]=7\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]} \\
6 x_{1}+2 x_{2}=7 x_{1} \\
2 x_{1}+3 x_{2}=7 x_{2} \\
5 x_{3}+5 x_{4}=7 x_{3} \\
5 x_{3}+5 x_{4}=7 x_{4}
\end{gathered}
$$

so

$$
\begin{aligned}
-x_{1}+2 x_{2} & =0 \\
2 x_{1}-4 x_{2} & =0 \\
-2 x_{3}+5 x_{4} & =0 \\
x_{3} & =x_{4} .
\end{aligned}
$$

Hence,

$$
x_{1}=2 x_{2}, 3 x_{3}=0, x_{3}=x_{4} .
$$

So $\mathbf{X}=(2,1,0,0)$ is an eigenvector with eigenvalue 7. The other eigenvectors with eigenvector 7 are scalar multiples of $\mathbf{X}$. (Why?)

Exercise 1. Find the eigenvectors of the transformation $T$ of example 1 corresponding to eigenvalues 2,0 and 10 .

Exercise 2. Find all the eigenvalues and eigenvectors for the linear transformation of $\mathbb{R}$ with matrix

$$
m=\left(\begin{array}{rrrr}
-3 & 1 & 1 & 1 \\
1 & -3 & 1 & 1 \\
1 & 1 & -3 & 1 \\
1 & 1 & 1 & -3
\end{array}\right]
$$

Hint: Recall the transformation $Q$ in Chapter 4.1, and reason geometrically.

## CHAPTER 7.1

## Quadratic Forms in $n$ Variables

In Chapter 3.8 we considered a quadric surface in $\mathbb{R}^{3}$ with the equation

$$
\begin{equation*}
a x^{2}+2 b x y+2 c x z+d y^{2}+2 e y z+f z^{2}=1 \tag{1}
\end{equation*}
$$

where $a, b, c, d, e, f$ are constants.
If we denote by $Q(x, y, z)$ the polynomial $a x^{2}+2 b x y+2 c x z+d y^{2}+$ $2 e y z+f z^{2}$, in the variables $x, y, z$, then equation (1) becomes: $Q(x, y, z)=$ 1.

We proved Theorem 3.12, which told us that we may choose new coordinates $u, v, w$ in $\mathbb{R}^{3}$ in such a way that if we express $Q(x, y, z)$ in terms of these new coordinates, we have the formula

$$
\begin{equation*}
Q(x, y, z)=t_{1} u^{2}+t_{2} v^{2}+t_{3} w^{2} \tag{2}
\end{equation*}
$$

where $t_{1}, t_{2}, t_{3}$ are constants. It follows that when expressed in the new coordinates, our surface has the simple equation:

$$
\begin{equation*}
t_{1} u^{2}+t_{2} \dot{v}^{2}+t_{3} w^{2}=1 \tag{3}
\end{equation*}
$$

From equation (3), if $t_{1}, t_{2}$, and $t_{3}$ are not equal to zero, it is easy to tell whether the surface is an ellipsoid (possibly a sphere) or a hyperboloid.

We shall now study the corresponding situation in $n$ variables. We consider a homogeneous second-degree polynomial in the $n$ variables $x_{1}$, $\ldots, x_{n}$ :

$$
Q\left(x_{1}, \ldots, x_{n}\right)=\sum_{i, j=1}^{n} a_{i j} x_{i} x_{j}
$$

where the $a_{i j}$ are constants and $a_{i j}=a_{j i}$ for each $i, j$. Writing this out, and combining terms $a_{i j} x_{i} x_{j}$ and $a_{j i} x_{j} x_{i}$, we get

$$
\begin{aligned}
Q\left(x_{1}, \ldots, x_{n}\right)= & a_{11} x_{1}^{2}+2 a_{12} x_{1} x_{2}+\cdots+2 a_{1 n} x_{1} x_{n} \\
& +a_{22} x_{2}^{2}+2 a_{23} x_{2} x_{3}+\cdots+2 a_{2 n} x_{2} x_{n}+\cdots+a_{n n} x_{n}^{2}
\end{aligned}
$$

Our problem is to choose new coordinates $u_{1}, \ldots, u_{n}$ in $\mathbb{R}^{n}$ such that expressed in the new coordinates

$$
\begin{equation*}
Q\left(x_{1}, \ldots, x_{n}\right)=t_{1} u_{1}^{2}+t_{2} u_{2}^{2}+\cdots+t_{n} u_{n}^{2} \tag{4}
\end{equation*}
$$

Such polynomials $Q\left(x_{1}, \ldots, x_{n}\right)$ often occur in problems in geometry, statistics, mechanics, advanced calculus, etc., and formula (4) greatly simplifies dealing with them.

To obtain formula (4), we shall use the Spectral Theorem we proved in Chapter 7.0. Let $m$ denote the symmetric matrix with entries $a_{i j}$, and let $A$ be the linear transformation of $\mathbb{R}^{n}$ whose matrix is $m$. If $\mathbf{X}$ is the column vector $\left(x_{1}, \ldots, x_{n}\right)$, then

$$
A \mathbf{X}=\left(\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & & & \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right)\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right)
$$

and so, $\mathbf{X} \cdot \mathbf{A X}=\sum_{i=1}^{n} x_{i}\left(\sum_{j=1}^{n} a_{i j} x_{j}\right)=\sum_{i, j} a_{i j} x_{i} x_{j}=Q\left(x_{1}, \ldots, x_{n}\right)$.
Since $A$ has a symmetric matrix, and so is self-adjoint, the Spectral Theorem applies to $A$ and there exists an orthonormal basis $\mathbf{G}_{1}, \mathbf{G}_{2}, \ldots$, $\mathbf{G}_{n}$ of $\mathbb{R}^{n}$ with $A \mathbf{G}_{j}=t_{j} \mathbf{G}_{j}, j=1, \ldots, n$, where the $t_{j}$ are the eigenvalues of $A$. Then if $\mathbf{X}$ is a vector in $\mathbb{R}^{n}$, we have $\mathbf{X}=\sum_{i=1}^{n} u_{i} \mathbf{G}_{i}$, where $u_{1}, \ldots, u_{n}$ are the coordinates of the vector $\mathbf{X}$ in the coordinate system whose axes lie along the basis vectors $\mathbf{G}_{1}, \ldots, \mathbf{G}_{n}$. Then

$$
\mathbf{X} \cdot A \mathbf{X}=\left(\sum_{i=1}^{n} u_{i} \mathbf{G}_{i}\right) \cdot\left(\sum_{i=1}^{n} u_{i} t_{i} \mathbf{G}_{i}\right)=\sum_{i=1}^{n} u_{i}^{2} t_{i}
$$

so $Q\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} t_{i} u_{i}^{2}$. Thus, we have the following:

Theorem 7.2. Let $Q$ be a quadratic polynomial in $n$ variables given by $Q\left(x_{1}, \ldots, x_{n}\right)=\sum_{i, j=1}^{n} a_{i j} x_{i} x_{j}$, where the $a_{i j}$ are constants such that $a_{i j}=a_{j i}$. Then there exists a coordinate system with coordinates denoted $u_{1}, \ldots, u_{n}$ such that for every vector $\left(x_{1}, \ldots, x_{n}\right)$ we have

$$
\begin{equation*}
Q\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} t_{i} u_{i}^{2} \tag{5}
\end{equation*}
$$

where $\left(u_{1}, \ldots, u_{n}\right)$ are the new coordinates of $\left(x_{1}, \ldots, x_{n}\right)$ and $t_{1}, \ldots, t_{n}$ are fixed scalars depending upon $Q$. The new coordinate axes, ( $u_{i}$-axes), lie along the eigenvectors of the linear transformation $A$ whose matrix is $\left(\left(a_{i j}\right)\right)$.

Note: A homogeneous polynomial, each of whose terms is of the second degree, is called a quadratic form. Theorem 7.2 tells us that an arbitrary quadratic form in $n$ variables can be written as a diagonal quadratic form: $\sum_{i=1}^{n} t_{i} u_{i}^{2}$ in suitable coordinates $u_{i}$.

Example 1. Let $Q\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=x_{1} x_{2}+2 x_{3} x_{4}$. We wish to write $Q$ as a diagonal quadratic form in new coordinates $u_{1}, \ldots, u_{4}$. First, we have to write $Q$ in the form $\sum_{i, j=1}^{n} a_{i j} x_{i} x_{j}$ with $a_{i j}=a_{j i}$, and then we must form the matrix $m=\left(\left(a_{i j}\right)\right)$.

$$
\begin{aligned}
x_{1} x_{2}+2 x_{3} x_{4}= & 0 x_{1}^{2}+\frac{1}{2} x_{1} x_{2}+0 x_{1} x_{3}+0 x_{1} x_{4}+ \\
& \frac{1}{2} x_{2} x_{1}+0 x_{2}^{2}+0 x_{2} x_{3}+0 x_{2} x_{4}+ \\
& 0 x_{3} x_{1}+0 x_{3} x_{2}+0 x_{3}^{2}+1 x_{3} x_{4}+ \\
& 0 x_{4} x_{1}+0 x_{4} x_{2}+1 x_{4} x_{3}+0 x_{4}^{2} .
\end{aligned}
$$

So,

$$
m=\left(\begin{array}{cccc}
0 & \frac{1}{2} & 0 & 0 \\
\frac{1}{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right)
$$

The eigenvalues of $m$ are the roots of the characteristic equation

$$
\left|\begin{array}{cccc}
-\lambda & \frac{1}{2} & 0 & 0  \tag{6}\\
\frac{1}{2} & -\lambda & 0 & 0 \\
0 & 0 & -\lambda & 1 \\
0 & 0 & 1 & -\lambda
\end{array}\right|=0
$$

Evaluating the determinant, as we did in Chapter 4, we see that equation (6) is equivalent to

$$
\left(\lambda^{2}-\frac{1}{4}\right)\left(\lambda^{2}-1\right)=0
$$

So the eigenvalues $t_{i}$ are: $\frac{1}{2},-\frac{1}{2}, 1,-1$. If we choose the $u_{i}$-axes along the corresponding eigenvectors, we obtain from Theorem 7.2 that,

$$
x_{1} x_{2}+2 x_{3} x_{4}=\frac{1}{2} u_{1}^{2}-\frac{1}{2} u_{2}^{2}+u_{3}^{2}-u_{4}^{2}
$$

Exercise 1. Find the corresponding eigenvectors in Example 1, and calculate the change of coordinate formulas that express $u_{1}, u_{2}, u_{3}, u_{4}$ in terms of $x_{1}, x_{2}, x_{3}, x_{4}$.

The diagonalization of a symmetric $n \times n$ matrix. If $m$ is a given matrix and if we can find a diagonal matrix $d$ and an invertible matrix $r$, such that

$$
m=r d r^{-1}
$$

then we say that we have diagonalized the matrix m. In Chapter 3.7, we showed how we may diagonalize a symmetric $3 \times 3$ matrix, and we shall now solve the corresponding problem for an arbitrary symmetric $n \times n$ matrix. As in the preceding result about quadratic forms, the Spectral Theorem plays a key role in our solution.

If $b=\left(\left(b_{i j}\right)\right)$ is any $n \times n$ matrix and $\mathbf{X}=\left(x_{1}, \ldots, x_{n}\right)$ is a vector in $\mathbb{R}^{n}$, we write: $b \mathbf{X}$ for the vector $\mathbf{Y}=\left(y_{1}, \ldots, y_{n}\right)$, which is the result of $b$ acting on $\mathbf{X}$. This means that

$$
\mathbf{y}_{i}=\sum_{j=1}^{n} b_{i j} x_{j}, \quad i=1, \ldots, n .
$$

If $\mathbf{E}_{k}$ denotes the vector in $\mathbb{R}^{n}$ whose $k$ th entry is 1 and whose other entries are 0 , then $b \mathbf{E}_{k}$ is the $k$ th column vector of $b$.

An $n \times n$ matrix $b$ is called an orthogonal matrix, just as in the case $n=3$ we discussed in Chapter 3.6, if $b^{-1}=b^{*}$, that is, if the inverse of $b$ equals the transpose of $b$.

Let $m$ be a symmetric $n \times n$ matrix, and denote by $A$, the linear transformation of $\mathbb{R}^{n}$ whose matrix in $m$. By the Spectral Theorem, there exists an orthonormal basis $\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}$ of $\mathbb{R}^{n}$ consisting of eigenvectors of $A$. Then $m \mathbf{X}_{i}=t_{i} \mathbf{X}_{i}$, where $t_{1}, \ldots, t_{n}$ are the eigenvalues of $A$. Let $p$ be the matrix ( $\mathbf{X}_{1}\left|\mathbf{X}_{2}\right| \cdots \mid \mathbf{X}_{n}$ ), whose columns are the eigenvectors $\mathbf{X}_{i}$. Since $\mathbf{X}_{1}$, $\ldots, X_{n}$ is a basis of $\mathbb{R}^{n}, p$ has an inverse $p^{-1}$. We define by $d$ the diagonal matrix with entries down its diagonal given by the eigenvalues $t_{i}$ :

$$
d=\left(\begin{array}{cccc}
t_{1} & 0 & \cdots & 0 \\
0 & t_{2} & \cdots & 0 \\
\vdots & & & \vdots \\
0 & 0 & \cdots & t_{n}
\end{array}\right)
$$

We want to show that the matrices $m$ and $p d p^{-1}$ are equal. Fix $i$. We have $p E_{i}=\mathbf{X}_{i}$, so $E_{i}=p^{-1} \mathbf{X}_{i}$. Also, $d E_{i}=t_{i} E_{i}$. So $\left(p d p^{-1}\right) \mathbf{X}_{i}=p\left(d p^{-1} \mathbf{X}_{i}\right)$ $=p\left(t_{i} E_{i}\right)=t_{i} p E_{i}=t_{i} \mathbf{X}_{i}$. Also, $m \mathbf{X}_{i}=t_{i} \mathbf{X}_{i}$. Thus, the result of applying $p d p^{-1}$ and $m$ to $\mathbf{X}_{i}$ is the same for each $i$. Since the $\mathbf{X}_{i}$ forms a basis for $\mathbb{R}^{n}$, it follows that $\left(p d p^{-1}\right) \mathbf{X}=m \mathbf{X}$ for every vector $\mathbf{X}$ in $\mathbb{R}^{n}$. We conclude that $m=p d p^{-1}$. Thus, we have proved the following.

Theorem 7.3. Let $m$ be an $n \times n$ symmetric matrix. If we define the matrices $p$ and $d$ as above, we obtain

$$
\begin{equation*}
m=p d p^{-1} \tag{7}
\end{equation*}
$$

When $n=3$, we had proved this result as Theorem 3.11 in Chapter 3.7. As in Corollary 1 of Theorem 3.11, we can show that the matrix $p$ in (7) is an orthogonal matrix.

Proof. Since the columns of $p$ are the vectors $\mathbf{X}_{i}$, the rows of the transpose $p^{*}$ are the vectors $\mathbf{X}_{i}$, so that

$$
p^{*}=\left(\begin{array}{c}
\mathbf{X}_{1} \\
\mathbf{X}_{2} \\
\vdots \\
\mathbf{X}_{n}
\end{array}\right]
$$

and, hence, the product matrix

$$
\begin{aligned}
p^{*} p & =\left(\begin{array}{c}
\mathbf{X}_{1} \\
\mathbf{X}_{2} \\
\vdots \\
\mathbf{X}_{n}
\end{array}\right)\left(\mathbf{X}_{1}|\cdots \cdot| \mathbf{X}_{n}\right)=\left[\begin{array}{cccc}
\mathbf{X}_{1} \cdot \mathbf{X}_{1} & \mathbf{X}_{1} \cdot \mathbf{X}_{2} & \cdots & \mathbf{X}_{1} \cdot \mathbf{X}_{n} \\
\mathbf{X}_{2} \cdot \mathbf{X}_{1} & \mathbf{X}_{2} \cdot \mathbf{X}_{2} & \cdots & \mathbf{X}_{2} \cdot \mathbf{X}_{n} \\
\vdots & \vdots & & \vdots \\
\mathbf{X}_{n} \cdot \mathbf{X}_{1} & \mathbf{X}_{n} \cdot \mathbf{X}_{2} & \cdots & \mathbf{X}_{n} \cdot \mathbf{X}_{n}
\end{array}\right] \\
& =\left(\begin{array}{ccccc}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & & \\
0 & 0 & \cdots & 1
\end{array}\right] .
\end{aligned}
$$

So $p^{*} p$ is the identity matrix and, hence, $p^{-1}=p^{*}$, and so $p$ is an orthogonal matrix, as we set out to prove.

Exercise 2. Express in the form (7) the matrix $m$ that occurs in Example 1.
Exercise 3. Express in the form (7) the $4 \times 4$ matrix

$$
\left(\begin{array}{llll}
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1
\end{array}\right) .
$$

Exercise 4. Write, as in (5), the quadratic form

$$
x_{1}^{2}+2 x_{1} x_{2}+2 x_{1} x_{3}+2 x_{1} x_{4}+x_{2}^{2}+2 x_{2} x_{3}+2 x_{2} x_{4}+x_{3}^{2}+2 x_{3} x_{4}+x_{4}^{2} .
$$

Exercise 4. Express, as in (5), the quadratic form

$$
6 x_{1} x_{4}-2 x_{2} x_{3}
$$

## CHAPTER 8.0

## Differential Systems

In this chapter we present examples from one of the most important applications of linear algebra, to systems of differential equations. We have seen how the use of matrices makes it possible for us to handle systems of $k$ equations in $n$ unknowns, and to interpret these as representing linear transformations between spaces. We now see how the use of linear algebra makes it possible to approach systerns of equations involving derivatives of functions. For this chapter, a knowledge of calculus of one variable is assumed.

Our first examples lead to systems of two differential equations, and the mathematics involved in the analysis of such systems is already contained in Chapter 2. In §3 of this chapter, we show how the techniques we used in two dimensions can be combined with the linear algebra of three and more dimensions to give a general theory of differential systems of higher order.

Example 1. We are given two tanks of capacity 100 gallons, each filled with a mixture of salt and water. The tanks are connected by pipes as shown in Fig. 8.1 and at all times the mixture in each tank is kept uniform by stirring.

The mixture from tank I flows into tank II through a pipe at $10 \mathrm{gal} / \mathrm{min}$, and in the reverse direction, the mixture flows into tank I from tank II through a second pipe at $5 \mathrm{gal} / \mathrm{min}$. Also, the mixture leaves tank II through a third pipe at $5 \mathrm{gal} / \mathrm{min}$, while fresh water flows into tank I through another pipe at $5 \mathrm{gal} / \mathrm{min}$.

Denote by $x(t)$ the amount of salt (in lbs) in tank I at time $t$, and by $y(t)$ the corresponding amount in tank II. Suppose, at time $t=0$, there are $x_{0}$ lbs of salt in tank I, and 0 lbs of salt in tank II. Find expressions for $x(t)$ and $y(t)$ in terms of $t$.


Figure 8.1

Consider the time interval from time $t$ to time $t+\Delta t$. During that time interval, each gallon flowing into tank I from tank II contains $y(t) / 100 \mathrm{lbs}$ of salt, while each gallon flowing from tank I to tank II contains $x(t) / 100$ lbs of salt. Hence, the net change of the amount of salt in tank I during the time interval is

$$
\Delta x=\frac{5 y(t) \Delta t}{100}-\frac{10 x(t) \Delta t}{100}
$$

while the corresponding change for tank II is

$$
\Delta y=\frac{10 x(t) \Delta t}{100}-\frac{10 y(t) \Delta t}{100}
$$

Dividing both equations by $\Delta t$ and letting $\Delta t \rightarrow 0$, we get

$$
\left\{\begin{array}{l}
\frac{d x}{d t}(t)=\frac{5}{100} y(t)-\frac{10}{100} x(t)  \tag{1}\\
\frac{d y}{d t}(t)=\frac{10}{100} x(t)-\frac{10}{100} y(t)
\end{array}\right.
$$

In addition, we know that

$$
\begin{equation*}
x(0)=x_{0}, \quad y(0)=0 \tag{2}
\end{equation*}
$$

The functions $t \rightarrow x(t), t \rightarrow y(t)$ must be determined from conditions (1) and (2).

A system of equations involving two unknown functions $x$ and $y$ which
has the form

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=a x+b y  \tag{3}\\
\frac{d y}{d t}=c x+d y
\end{array}\right.
$$

where $a, b, c, d$ are given constants, is called a differential system.
Thus (1) is a differential system with $a=-\frac{10}{100}, b=\frac{5}{100}, c=\frac{10}{100}$, $d=-\frac{10}{100}$. The condition

$$
x(0)=x_{0}, \quad y(0)=y_{0},
$$

where $x_{0}, y_{0}$ are given constants, is called an initial condition for the system (3). Thus (2) is an initial condition.

We shall use the notion of a vector-valued function of $t$. A vector-valued function $\mathbf{X}(t)$ assigns to each number $t$ a vector $\mathbf{X}(t)=\binom{x_{1}(t)}{x_{2}(t)}$. Thus,

$$
\mathbf{X}(t)=\binom{t^{2}}{t^{3}+1} \quad \text { and } \quad \mathbf{X}(t)=\binom{\cos t}{\sin t}
$$

are vector-valued functions. If $\mathbf{X}(t)=\binom{x_{1}(t)}{x_{2}(t)}$, then $t \rightarrow x_{1}(t)$ and $t \rightarrow x_{2}(t)$ are scalar-valued functions. We define the derivative of the function $t \rightarrow \mathbf{X}(t)=\binom{x_{1}(t)}{x_{2}(t)}$ by

$$
\frac{d \mathbf{X}}{d t}=\binom{d x_{1} / d t}{d x_{2} / d t}
$$

Thus, if $\mathbf{X}(t)=\binom{t^{2}}{t^{3}+1}$, then $d \mathbf{X} / d t=\binom{2 t}{3 t^{2}}$, while if $\mathbf{X}(t)=\binom{\cos t}{\sin t}$, then $d \mathbf{X} / d t=\binom{-\sin t}{\cos t}$. Note that $d \mathbf{X} / d t$ is again a vector-valued function.

Exercise 1. Fix a vector Y. Define a vector-valued function $t \rightarrow \mathbf{Y}(t)$ by setting $\mathbf{Y}(t)=t^{n} \mathbf{Y}$. Show that

$$
\frac{d \mathbf{Y}}{d t}=n t^{n-1} \mathbf{Y}
$$

Now let the scalar-valued functions $t \rightarrow x(t), t \rightarrow y(t)$ be a solution of the differential system (3). In vector form, we can write

$$
\begin{equation*}
\binom{d x / d t}{d y / d t}=\binom{a x+b y}{c x+d y} \tag{4}
\end{equation*}
$$

We define the vector-valued function $t \rightarrow \mathbf{X}(t)$ by $\mathbf{X}(t)=\binom{x(t)}{y(t)}$. Then the
left-hand side of (4) is $d \mathbf{X} / d t$, and the right-hand side of (4) is

$$
\binom{a x+b y}{c x+d y}=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{x}{y}=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)(\mathbf{X}(t))
$$

Thus (4) may be written in the form

$$
\frac{d \mathbf{X}}{d t}=\left(\begin{array}{ll}
a & b  \tag{5}\\
c & d
\end{array}\right) \mathbf{X}(t)
$$

How shall we solve Eq. (5) for $\mathbf{X}(t)$ ? Recall that letting a matrix $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ act on a vector $\mathbf{X}$ to give the vector $\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \mathbf{X}$ is analogous to multiplying a number $x$ by a scalar $a$ to give the number $a x$. So Eq. (5) is analogous to the equation

$$
\begin{equation*}
\frac{d x}{d t}=a x \tag{6}
\end{equation*}
$$

where $x$ is now a scalar-valued function of $t$ and $a$ is a given scalar. We know how to solve Eq. (6). The solutions have the form

$$
x(t)=C e^{a t}
$$

where $C$ is a constant. Setting $t=0$, we get $x(0)=C$, so

$$
x(t)=x(0) e^{a t}=e^{t a}(x(0))
$$

where we have changed the order of multiplication with malice aforethought. Let us look for a solution to Eq. (5) by looking for an analogue of $e^{t a}(x(0))$. We take

$$
\mathbf{X}(t)=e^{t m}(\mathbf{X}(0)), \quad \text { with } \quad m=\left(\begin{array}{ll}
a & b  \tag{7}\\
c & d
\end{array}\right)
$$

First we must define the exponential of a matrix. In $\S 1$ we shall define, given a matrix $m$, a matrix to be denoted $e^{m}$ or $\exp (m)$ and to be called the exponential of $m$.

Applying the matrix $e^{t m}$ to a fixed vector $\mathbf{X}(0)$, we then obtain a vector for each $t$, and thus we get the vector-valued function $t \rightarrow \mathbf{X}(t)$ defined in (7). We shall then show that $\mathbf{X}(t)$ solves (5).

In what follows we shall use the symbol $I$ for the matrix $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$, which is properly denoted $m(I)$. This simplifies the formulas, and should cause no confusion.

## §1. The Exponential of a Matrix

Let $m=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ be a matrix. Since we have defined addition and multiplication of matrices, we can write expressions such as $m^{2}$ or $m^{3}-3 m+I$. We interpret $m^{3}-3 m+I$ as the result of applying the polynomial
$P(x)=x^{3}-3 x+1$ to the matrix $m:$

$$
P(m)=m^{3}-3 m+I .
$$

More generally, if $Q(x)$ is the polynomial

$$
Q(x)=c_{n} x^{n}+c_{n-1} x^{n-1}+\cdots+c_{1} x+c_{0}
$$

where $c_{n}, c_{n-1}, \ldots, c_{1}, c_{0}$ are scalars, we set

$$
Q(m)=c_{n} m^{n}+c_{n-1} m^{n-1}+\cdots+c_{1} m+c_{0} I
$$

and we regard $Q(m)$ as the matrix obtained by applying the polynomial $Q$ to the matrix $m$.

We now replace the polynomial $Q$ by the exponential function $\exp (x)$. We know that $\exp (x)$ is given by an infinite series

$$
\begin{equation*}
\exp (x)=1+x+\frac{x^{2}}{2!}+\cdots+\frac{x^{n}}{n!}+\cdots \tag{8}
\end{equation*}
$$

where the series converges for every number $x$. We wish to apply the function $\exp (x)$ to the matrix $m$. We define

$$
\begin{equation*}
\exp (m)=I+m+\frac{m^{2}}{2!}+\cdots+\frac{m^{n}}{n!}+\cdots \tag{9}
\end{equation*}
$$

An infinite series is understood as a limit. Thus, Eq. (8) means that the sequence of numbers

$$
1,1+x, 1+x+\frac{x^{2}}{2!}, \ldots, 1+x+\frac{x^{2}}{2!}+\cdots+\frac{x^{n}}{n!}, \ldots
$$

converges to the limit $\exp (x)$ as $n \rightarrow \infty$. Similarly, we interpret Eq. (9) to say that $\exp (m)$ is defined as the limit of the sequence of matrices

$$
I, I+m, I+m+\frac{m^{2}}{2!}, \ldots, I+m+\frac{m^{2}}{2!}+\cdots+\frac{m^{n}}{n!}, \ldots
$$

Of course, $\exp (m)$ is then itself a matrix.
Example 2. Let $m$ be the diagonal matrix

$$
m=\left(\begin{array}{ll}
s & 0 \\
0 & t
\end{array}\right)
$$

where $s, t$ are scalar. What is $\exp (m)$ ? Recall the formula for $\left(\begin{array}{ll}s & 0 \\ 0 & t\end{array}\right)^{n}$ found in Chapter 2.7.

$$
\begin{aligned}
1+ & m+\frac{m^{2}}{2!}+\cdots+\frac{m^{n}}{n!} \\
& =\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)+\left(\begin{array}{ll}
s & 0 \\
0 & t
\end{array}\right)+\frac{1}{2!}\left(\begin{array}{cc}
s^{2} & 0 \\
0 & t^{2}
\end{array}\right)+\frac{1}{3!}\left(\begin{array}{cc}
s^{3} & 0 \\
0 & t^{3}
\end{array}\right)+\cdots+\frac{1}{n!}\left(\begin{array}{cc}
s^{n} & 0 \\
0 & t^{n}
\end{array}\right) \\
& =\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)+\left(\begin{array}{ll}
s & 0 \\
0 & t
\end{array}\right)+\left(\begin{array}{cc}
s^{2} / 2! & 0 \\
0 & t^{2} / 2!
\end{array}\right)
\end{aligned}
$$

$$
\begin{aligned}
&+\left(\begin{array}{cc}
s^{3} / 3! & 0 \\
0 & t^{3} / 3!
\end{array}\right)+\cdots+\left(\begin{array}{cc}
s^{n} / n! & 0 \\
0 & t^{n} / n!
\end{array}\right) \\
&=\left(\begin{array}{cc}
1+s+s^{2} / 2!+s^{3} / 3!+\cdots+s^{n} / n! & 0 \\
0 & 1+t+t^{2} / 2!+t^{3} / 3!+\cdots+t^{n} / n!
\end{array}\right)
\end{aligned}
$$

Letting $n \rightarrow \infty$, we find that
$\exp (m)=\lim _{n \rightarrow \infty}\left(I+m+\frac{m^{2}}{2!}+\cdots+\frac{m^{n}}{n!}\right)$

$$
=\left[\begin{array}{cc}
\lim _{n \rightarrow \infty}\left(1+s+\cdots+s^{n} / n!\right) & 0 \\
0 & \lim _{n \rightarrow \infty}\left(1+t+\cdots+t^{n} / n!\right)
\end{array}\right]=\left(\begin{array}{cc}
e^{s} & 0 \\
0 & e^{t}
\end{array}\right)
$$

Thus,

$$
\exp \left[\left(\begin{array}{ll}
s & 0 \\
0 & t
\end{array}\right)\right]=\left(\begin{array}{cc}
e^{s} & 0 \\
0 & e^{t}
\end{array}\right)
$$

Example 3. Find $\exp \left[\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)\right]$.

$$
\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)^{2}=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right) .
$$

Hence, $\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)^{n}=0$ for $n=2,3, \ldots$. So

$$
\exp \left[\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)\right]=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)+\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right) .
$$

Let $A$ be a linear transformation. We define $\exp (A)$ as the linear transformation whose matrix is $\exp [m(A)]$.

Example 4. Let $R_{\pi / 2}$ be rotation by $\pi / 2$. Find $\exp \left(R_{\pi / 2}\right)$.

$$
\begin{aligned}
& \text { Set } m=m\left(R_{\pi / 2}\right)=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) . \\
& \qquad m^{2}=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)=\left(\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right)=(-1) I .
\end{aligned}
$$

Hence, for every positive integer $k$,

$$
m^{2 k}=((-1) I)^{k}=(-1)^{k} I^{k}=(-1)^{k} I
$$

and so

$$
m^{2 k+1}=m^{2 k} m=\left((-1)^{k} I\right) m=(-1)^{k} m
$$

So

$$
m^{3}=(-1) m, \quad m^{4}=I, \quad m^{5}=m, \quad m^{6}=(-1) I, \quad m^{7}=(-1) m
$$ and so on. Hence,

$$
\begin{aligned}
\exp (m)= & I+m+\frac{1}{2!}(-1) I+\frac{1}{3!}(-1) m+\frac{1}{4!} I \\
& +\frac{1}{5!} m+\frac{1}{6!}(-1) I+\frac{1}{7!}(-1) m+\cdots \\
= & \left(1-\frac{1}{2!}+\frac{1}{4!}-\frac{1}{6!}+\cdots\right) I+\left(1-\frac{1}{3!}+\frac{1}{5!}-\frac{1}{7!}+\cdots\right) m
\end{aligned}
$$

We can simplify this formula by recalling that

$$
\cos x=1-\frac{x^{2}}{2!}+\frac{x^{4}}{4!}-\frac{x^{6}}{6!}+\cdots
$$

and

$$
\sin x=x-\frac{x^{3}}{3!}+\frac{x^{5}}{5!}-\frac{x^{7}}{7!}+\cdots
$$

so

$$
\cos 1=1-\frac{1}{2!}+\frac{1}{4!}-\frac{1}{6!}+\cdots
$$

and

$$
\sin 1=1-\frac{1}{3!}+\frac{1}{5!}-\frac{1}{7!}+\cdots
$$

So

$$
\begin{aligned}
\exp (m) & =(\cos 1) I+(\sin 1) m=(\cos 1)\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)+(\sin 1)\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right) \\
& =\left(\begin{array}{cc}
\cos 1 & -\sin 1 \\
\sin 1 & \cos 1
\end{array}\right) .
\end{aligned}
$$

So $\exp \left(R_{\pi / 2}\right)$ is the linear transformation whose matrix is

$$
\left(\begin{array}{rr}
\cos 1 & -\sin 1 \\
\sin 1 & \cos 1
\end{array}\right) .
$$

Exercise 2. Fix a scalar $t$ and consider the matrix $\left(\begin{array}{cc}0 & -t \\ t & 0\end{array}\right)$. Show that

$$
\exp \left[\left(\begin{array}{cc}
0 & -t  \tag{10}\\
t & 0
\end{array}\right)\right]=\left(\begin{array}{cc}
\cos t & -\sin t \\
\sin t & \cos t
\end{array}\right) .
$$

Exercise 3. Set $m=\left(\begin{array}{ll}1 & 1 \\ 1 & 1\end{array}\right)$.
(i) Calculate $m^{k}$ for $k=2,3,4, \ldots$.
(ii) Calculate $\exp (m)$ and simplify.

Exercise 4. Set $m=\left(\begin{array}{ll}3 & 1 \\ 0 & 3\end{array}\right)$.
(i) Calculate $m^{k}$ for $k=2,3,4, \ldots$.
(ii) Calculate $\exp (m)$ and simplify.

In Chapter 2.7, we considered a linear transformation $A$ having eigenvalues $t_{1}, t_{2}$ with $t_{1} \neq t_{2}$ and eigenvectors $\mathbf{X}_{1}=\binom{x_{1}}{y_{1}}$ and $\mathbf{X}_{2}=\binom{x_{2}}{y_{2}}$. We defined linear transformations $P$ and $D$ with

$$
m(P)=\left(\begin{array}{cc}
x_{1} & x_{2} \\
y_{1} & y_{2}
\end{array}\right), \quad m(D)=\left(\begin{array}{cc}
t_{1} & 0 \\
0 & t_{2}
\end{array}\right)
$$

and we showed, in formula (5) of Chapter 2.7, that

$$
(m(A))^{n}=m(P)\left(\begin{array}{cc}
t_{1}^{n} & 0 \\
0 & t_{2}^{n}
\end{array}\right) m\left(P^{-1}\right), \quad n=1,2,3, \ldots
$$

It follows that

$$
\begin{aligned}
\exp (m(A)) & =I+m(A)+\frac{1}{2!}(m(A))^{2}+\cdots \\
& =I+m(P)\left(\begin{array}{cc}
t_{1} & 0 \\
0 & t_{2}
\end{array}\right) m\left(P^{-1}\right)+\frac{m(P)}{2!}\left(\begin{array}{cc}
t_{1}^{2} & 0 \\
0 & t_{2}^{2}
\end{array}\right) m\left(P^{-1}\right)+\cdots \\
& =m(P)\left[I+\left(\begin{array}{cc}
t_{1} & 0 \\
0 & t_{2}
\end{array}\right)+\frac{1}{2!}\left(\begin{array}{cc}
t_{1}^{2} & 0 \\
0 & t_{2}^{2}
\end{array}\right)+\cdots\right] m\left(P^{-1}\right)
\end{aligned}
$$

(where we have used that $m(P) \cdot m\left(P^{-1}\right)=I$ )

$$
\begin{aligned}
& =m(P)\left(\begin{array}{cc}
1+t_{1}+(1 / 2!) t_{1}^{2}+\cdots & 0 \\
0 & 1+t_{2}+(1 / 2!) t_{2}^{2}+\cdots
\end{array}\right) m\left(P^{-1}\right) \\
& =m(P)\left(\begin{array}{cc}
e^{t_{1}} & 0 \\
0 & e^{t_{2}}
\end{array}\right) m\left(P^{-1}\right) .
\end{aligned}
$$

Thus, we have shown:

## Theorem 8.1.

$$
\exp (m(A))=m(P)\left(\begin{array}{cc}
e^{t_{1}} & 0  \tag{11}\\
0 & e^{t_{2}}
\end{array}\right) m\left(P^{-1}\right)
$$

Example 5. Calculate $\exp \left[\left(\begin{array}{cc}3 & 4 \\ 4 & -3\end{array}\right)\right]$.
Here

$$
t_{1}=5, \quad t_{2}=-5, \quad \mathbf{X}_{1}=\binom{2}{1}, \quad \mathbf{X}_{2}=\binom{-1}{2} .
$$

So

$$
m(P)=\left(\begin{array}{cc}
2 & -1 \\
1 & 2
\end{array}\right), \quad m\left(P^{-1}\right)=\left(\begin{array}{cc}
2 / 5 & 1 / 5 \\
-1 / 5 & 2 / 5
\end{array}\right)
$$

By (11), we have

$$
\begin{aligned}
\exp \left[\left(\begin{array}{cc}
3 & 4 \\
4 & -3
\end{array}\right)\right] & =\left(\begin{array}{cc}
2 & -1 \\
1 & 2
\end{array}\right)\left(\begin{array}{cc}
e^{5} & 0 \\
0 & e^{-5}
\end{array}\right)\left(\begin{array}{cc}
2 / 5 & 1 / 5 \\
-1 / 5 & 2 / 5
\end{array}\right) \\
& =\left(\begin{array}{cc}
2 & -1 \\
1 & 2
\end{array}\right)\left(\begin{array}{cc}
(2 / 5) e^{5} & (1 / 5) e^{5} \\
-(1 / 5) e^{-5} & (2 / 5) e^{-5}
\end{array}\right) \\
& =\left(\begin{array}{cc}
(4 / 5) e^{5}+(1 / 5) e^{-5} & (2 / 5) e^{5}-(2 / 5) e^{-5} \\
(2 / 5) e^{5}-(2 / 5) e^{-5} & (1 / 5) e^{5}+(4 / 5) e^{-5}
\end{array}\right) .
\end{aligned}
$$

Example 6. Calculate $\exp \left[\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\right]$.
Since $\left|\begin{array}{cc}1-t & 0 \\ 0 & -t\end{array}\right|=t^{2}-t=t(t-1)$, the eigenvalues are $t_{1}=1, t_{2}=0$. The corresponding eigenvectors are $\mathbf{X}_{1}=\binom{1}{0}, \mathbf{X}_{2}=\binom{0}{1}$. So $m(P)=$ $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)=I$, and then $m\left(P^{-1}\right)=I$. Hence, by (11),

$$
\exp \left[\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)\right]=I\left(\begin{array}{ll}
e & 0 \\
0 & 1
\end{array}\right) I=\left(\begin{array}{ll}
e & 0 \\
0 & 1
\end{array}\right)
$$

## Exercise 5.

(a) Compute $\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)^{n}$ for $n=1,2,3, \ldots$.
(b) Compute $\exp \left[\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)\right]$ directly from the definition and compare your answer with the result of Example 6.
Exercise 6. Using Theorem 8.1 calculate $\exp \left[\left(\begin{array}{cc}1 & 3 \\ 3 & -1\end{array}\right)\right]$.
Exercise 7. Calculate $\exp \left[\left(\begin{array}{ll}3 & 0 \\ 4 & 2\end{array}\right)\right]$.
Exercise 8. Calculate $\exp \left[\left(\begin{array}{ll}1 & 2 \\ 1 & 1\end{array}\right)\right]$.
Recall Eq. (5): $d \mathbf{X} / d t=m(\mathbf{X}(t))$, where $m=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$. We fix a vector $\mathbf{X}$ and define $\mathbf{X}(t)=\exp (t m)\left(\mathbf{X}_{0}\right)$. In §2, we shall show that $\mathbf{X}(t)$ solves (5) and satisfies the initial condition $\mathbf{X}(0)=\mathbf{X}_{0}$, and we shall study examples and applications.

## §2. Solutions of Differential Systems

We fix a matrix $m$ and a vector $\mathbf{X}_{0}$.

$$
\exp (t m)=I+t m+\frac{t^{2}}{2!} m^{2}+\frac{t^{3} m^{3}}{3!}+\cdots
$$

so

$$
(\exp (t m))\left(\mathbf{X}_{0}\right)=\mathbf{X}_{0}+t m\left(\mathbf{X}_{0}\right)+\frac{t^{2}}{2!} m^{2}\left(\mathbf{X}_{0}\right)+\frac{t^{3}}{3!} m^{3}\left(\mathbf{X}_{0}\right)+\cdots
$$

Both sides of the last equation are vector-valued functions of $t$. It can be shown that the derivative of the sum of the infinite series is obtained by differentiating the series term by term. In other words,

$$
\begin{equation*}
\frac{d}{d t}\left\{(\exp (t m))\left(\mathbf{X}_{0}\right)\right\}=\frac{d}{d t}\left(\operatorname{tm}\left(\mathbf{X}_{0}\right)\right)+\frac{d}{d t}\left(\frac{t^{2}}{2!} m^{2}\left(\mathbf{X}_{0}\right)\right)+\cdots \tag{12}
\end{equation*}
$$

The right-hand side of (12) is equal to

$$
\begin{aligned}
m\left(\mathbf{X}_{0}\right) & +\frac{2 t}{2!} m^{2}\left(\mathbf{X}_{0}\right)+\frac{3 t^{2}}{3!} m^{3}\left(\mathbf{X}_{0}\right)+\frac{4 t^{3}}{4!} m^{4}\left(\mathbf{X}_{0}\right)+\cdots \\
& =m\left(\mathbf{X}_{0}\right)+t m^{2}\left(\mathbf{X}_{0}\right)+\frac{t^{2}}{2!} m^{3}\left(\mathbf{X}_{0}\right)+\frac{t^{3}}{3!} m^{4}\left(\mathbf{X}_{0}\right)+\cdots \\
& =m\left(\mathbf{X}_{0}\right)+m\left(t m\left(\mathbf{X}_{0}\right)\right)+m\left(\frac{t^{2}}{2!} m^{2}\left(\mathbf{X}_{0}\right)\right)+m\left(\frac{t^{3}}{3!} m^{3}\left(\mathbf{X}_{0}\right)\right)+\cdots \\
& =m\left\{\mathbf{X}_{0}+t m\left(\mathbf{X}_{0}\right)+\frac{t^{2}}{2!} m^{2}\left(\mathbf{X}_{0}\right)+\frac{t^{3}}{3!} m^{3}\left(\mathbf{X}_{0}\right)+\cdots\right\} \\
& =m\left\{(\exp (t m))\left(\mathbf{X}_{0}\right)\right\}
\end{aligned}
$$

So (12) gives us

$$
\begin{equation*}
\frac{d}{d t}\left\{(\exp (t m))\left(\mathbf{X}_{0}\right)\right\}=m\left\{(\exp (t m))\left(\mathbf{X}_{0}\right)\right\} \tag{13}
\end{equation*}
$$

We define $\left.\mathbf{X}(t)=(\exp (t m))\left(\mathbf{X}_{0}\right)\right)$. Then (13) states that

$$
\begin{equation*}
\frac{d \mathbf{X}}{d t}(t)=m(\mathbf{X}(t)) \tag{14}
\end{equation*}
$$

In other words, we have shown that $\mathbf{X}(t)$ solves our original equation (5). Also, setting $t=0$ in the definition of $\mathbf{X}(t)$, we find that

$$
\begin{equation*}
\mathbf{X}(0)=I\left(\mathbf{X}_{0}\right)=\mathbf{X}_{0} \tag{15}
\end{equation*}
$$

since $\exp (0)=I+0+0+\cdots=I$. So we have proved:
Theorem 8.2. Let $m$ be a matrix. Fix a vector $\mathbf{X}_{0}$. Set $\mathbf{X}(t)=(\exp (t m))\left(\mathbf{X}_{0}\right)$ for all $t$. Then,

$$
\begin{equation*}
\frac{d \mathbf{X}}{d t}=m \mathbf{X}(t) \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{X}(0)=\mathbf{X}_{0} \tag{17}
\end{equation*}
$$

Example 7. Solve the differential system

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=-y  \tag{18}\\
\frac{d y}{d t}=x
\end{array}\right.
$$

with the initial condition: $x(0)=1, y(0)=0$.
In vector form, with $\mathbf{X}(t)=\binom{x(t)}{y(t)}$, we have

$$
\frac{d \mathbf{X}}{d t}=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)(\mathbf{X})
$$

with initial condition $\mathbf{X}(0)=\binom{1}{0}$. Set $m=\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right), \mathbf{X}_{0}=\binom{1}{0}$ and set

$$
\mathbf{X}(t)=\exp (t m)\left(\mathbf{X}_{0}\right)
$$

By Exercise 2 in this chapter,

$$
\exp (t m)=\exp \left[\left(\begin{array}{cc}
0 & -t \\
t & 0
\end{array}\right)\right]=\left(\begin{array}{cc}
\cos t & -\sin t \\
\sin t & \cos t
\end{array}\right)
$$

So

$$
\mathbf{X}(t)=\left(\begin{array}{cc}
\cos t & -\sin t \\
\sin t & \cos t
\end{array}\right)\binom{1}{0}=\binom{\cos t}{\sin t}
$$

Since $\mathbf{X}(t)=\binom{x(t)}{y(t)}$, we obtain $x(t)=\cos t, y(t)=\sin t$. Inserting these functions in (18), we see that it checks. Also, $x(0)=1, y(0)=0$, so the initial condition checks also.

Example 8. Solve the differential system (18) with initial condition $x(0)$ $=x_{0}, y(0)=y_{0}$.
We take $\mathbf{X}_{0}=\binom{x_{0}}{y_{0}}$ and set

$$
\mathbf{X}(t)=\left(\exp \left[\begin{array}{cc}
0 & -t \\
t & 0
\end{array}\right]\right)\left(\mathbf{X}_{0}\right)=\left(\begin{array}{cc}
\cos t & -\sin t \\
\sin t & \cos t
\end{array}\right)\binom{x_{0}}{y_{0}}
$$

so

$$
\mathbf{X}(t)=\binom{(\cos t) x_{0}-(\sin t) y_{0}}{(\sin t) x_{0}+(\cos t) y_{0}}
$$

So

$$
x(t)=(\cos t) x_{0}-(\sin t) y_{0}, \quad y(t)=(\sin t) x_{0}+(\cos t) y_{0}
$$

We check that these functions satisfy (18) and that $x(0)=x_{0}, y(0)=y_{0}$.
Exercise 9. Calculate $\exp \left[\left(\begin{array}{cc}3 t & 4 t \\ 4 t & -3 t\end{array}\right)\right]$, where $t$ is a given number.
Exercise 10. Using the result of Exercise 9, solve the system

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=3 x+4 y  \tag{19}\\
\frac{d y}{d t}=4 x-3 y
\end{array} \quad \text { with } \quad\left\{\begin{array}{l}
x(0)=1 \\
y(0)=0
\end{array}\right\}\right.
$$

by using Theorem 8.2 with $m=\left(\begin{array}{rr}3 & 4 \\ 4 & -3\end{array}\right)$ and $\mathbf{X}_{0}=\binom{1}{0}$.
Exercise 11. Solve the system (19) with $x(0) \doteq s_{1}, y(0)=s_{2}$.
Exercise 12. Solve the system

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=2 x+4 y  \tag{20}\\
\frac{d y}{d t}=4 x+6 y
\end{array} \quad \text { with } \quad\left\{\begin{array}{l}
x(0)=1 \\
y(0)=0
\end{array}\right\}\right.
$$

Exercise 13. Solve the system (1) (at the beginning of this chapter) with initial condition (2).

Example 9. Consider an electric circuit consisting of a condenser of capacitance $C$ connected to a resistance of $R$ ohms and an inductance of $L$ henries. A switch is inserted in the circuit (see Fig. 8.2). The condenser is charged with a charge of $Q_{0}$ coulombs, with the switch open. At time $t=0$, the switch is closed and the condenser begins to discharge, causing a current to flow in the circuit. Denote by $i(t)$ the current flowing at time $t$ and by $Q(t)$ the charge on the condenser at time $t$. The laws of electricity tell us the following: the voltage drop at time $t$ equals $(1 / C) Q(t)$ across the condenser, while the voltage drop across the resistance is $\operatorname{Ri}(t)$ and the voltage drop across the inductance is $L(d i / d t)$. The sum of all the voltage drops equals 0 at every time $t>0$, since the circuit is closed. Thus, we have

$$
\frac{1}{C} Q(t)+R i(t)+L \frac{d i}{d t}=0
$$

or

$$
\frac{d i}{d t}=-\frac{1}{L C} Q(t)-\frac{R}{L} i(t)
$$

Also, the current at time $t$ equals the negative of $d Q / d t$ or $i(t)=$ $-d Q / d t$. So the two functions: $t \rightarrow i(t)$ and $t \rightarrow Q(t)$ satisfy


Figure 8.2

$$
\left\{\begin{align*}
\frac{d i}{d t} & =a i+b Q  \tag{21}\\
\frac{d Q}{d t} & =-i
\end{align*}\right.
$$

where $a=-R / L, b=-1 / L C$. So to calculate the current flowing in the circuit at any time $t$, we must solve the differential system (21) with initial condition $Q(0)=Q_{0}, i(0)=0$.

Example 10. Let $c_{1}, c_{2}$ be two scalars. We wish to solve the second-order differential equation

$$
\begin{equation*}
\frac{d^{2} x}{d t^{2}}+c_{1} \frac{d x}{d t}+c_{2} x=0 \tag{22}
\end{equation*}
$$

by a function $t \rightarrow x(t)$ defined for all $t$, and we want to satisfy the initial conditions

$$
\begin{equation*}
x(0)=x_{0}, \quad \frac{d x}{d t}(0)=y_{0} \tag{23}
\end{equation*}
$$

We shall reduce the problem (22) to a first-order differential system of the form (3). To this end we define $y(t)=(d x / d t)(t)$. Then (22) can be written: $d y / d t+c_{1} y+c_{2} x=0$ or

$$
\frac{d y}{d t}=-c_{2} x-c_{1} y .
$$

So $x$ and $y$ satisfy the differential system

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=y  \tag{24}\\
\frac{d y}{d t}=-c_{2} x-c_{1} y
\end{array}\right.
$$

Example 11. We study the equation

$$
\begin{equation*}
\frac{d^{2} x}{d t^{2}}+x=0, \quad x(0)=x_{0}, \quad \frac{d x}{d t}(0)=y_{0} \tag{25}
\end{equation*}
$$

Setting $y=d x / d t$, (25) turns into

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=y,  \tag{26}\\
\frac{d y}{d t}=-x,
\end{array} \quad x(0)=x_{0}, \quad y(0)=y_{0}\right.
$$

Exercise 14. Fix a scalar $t$. Show that

$$
\exp \left[t\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)\right]=\left(\begin{array}{cc}
\cos t & \sin t \\
-\sin t & \cos t
\end{array}\right)
$$

Exercise 15. Using the result of Exercise 14, solve first the equations (26) and then Eq. (25).

In Theorem 8.2, we showed that the problem $d \mathbf{X} / d t=m \mathbf{X}(t), \mathbf{X}(0)$ $=\mathbf{X}_{0}$ has $\mathbf{X}(t)=\left(\exp (t m)\left(\mathbf{X}_{0}\right)\right)$ as a solution for all $t$. We shall now show that this is the only solution, or, in other words, we shall prove uniqueness of solutions.

Suppose $\mathbf{X}, \mathbf{Y}$ are two solutions. Then $d \mathbf{X} / d t=m \mathbf{X}(t), \mathbf{X}(0)=\mathbf{X}_{0}$ and $d \mathbf{Y} / d t=m \mathbf{Y}(t), \mathbf{Y}(0)=\mathbf{X}_{0} . \operatorname{Set} \mathbf{Z}(t)=\mathbf{X}(t)-\mathbf{Y}(t)$. Our aim is to prove that $\mathbf{Z}(t)=0$ for all $t$. We have

$$
\begin{align*}
\frac{d \mathbf{Z}}{d t} & =\frac{d \mathbf{X}}{d t}-\frac{d \mathbf{Y}}{d t}=m \mathbf{X}(t)-m \mathbf{Y}(t) \\
& =m(\mathbf{X}(t)-\mathbf{Y}(t))=m \mathbf{Z}(t) \tag{27}
\end{align*}
$$

Also

$$
\begin{equation*}
\mathbf{Z}(0)=\mathbf{X}(0)-\mathbf{Y}(0)=\mathbf{X}_{0}-\mathbf{X}_{0}=0 \tag{28}
\end{equation*}
$$

We now shall use (27) and (28) to show that $\mathbf{Z}(t)=0$ for all $t$. We denote by $f(t)$ the squared length of $\mathbf{Z}(t)$, i.e.,

$$
f(t)=|\mathbf{Z}(t)|^{2}
$$

$t \rightarrow f(t)$ is a scalar-valued function. It satisfies

$$
f(t) \geqslant 0 \quad \text { for all } t \quad \text { and } \quad f(0)=0
$$

Exercise 16. If $\mathbf{A}(t), \mathbf{B}(t)$ are two vector-valued functions, then

$$
\frac{d}{d t}(\mathbf{A}(t) \cdot \mathbf{B}(t))=\mathbf{A}(t) \cdot \frac{d \mathbf{B}}{d t}+\mathbf{B}(t) \cdot \frac{d \mathbf{A}}{d t} .
$$

It follows from Exercise 16 that

$$
\frac{d f}{d t}=\frac{d}{d t}(\mathbf{Z}(t) \cdot \mathbf{Z}(t))=\mathbf{Z}(t) \cdot \frac{d \mathbf{Z}}{d t}+\mathbf{Z}(t) \cdot \frac{d \mathbf{Z}}{d t}=2 \mathbf{Z}(t) \cdot \frac{d \mathbf{Z}}{d t}
$$

Using (27), this gives

$$
\begin{equation*}
\frac{d f}{d t}(t)=2 \mathbf{Z}(t) \cdot m \mathbf{Z}(t) \tag{29}
\end{equation*}
$$

We set $m=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$. Fix $t$ and set $\mathbf{Z}(t)=\mathbf{Z}=\binom{z_{1}}{z_{2}}$. Then

$$
\begin{aligned}
2 \mathbf{Z}(t) \cdot m \mathbf{Z}(t) & =2\binom{z_{1}}{z_{2}} \cdot\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\binom{z_{1}}{z_{2}}\right\} \\
& =2\binom{z_{1}}{z_{2}} \cdot\binom{a z_{1}+b z_{2}}{c z_{1}+d z_{2}} \\
& =2\left(a z_{1}^{2}+b z_{1} z_{2}+c z_{2} z_{1}+d z_{2}^{2}\right)
\end{aligned}
$$

Let $K$ be a constant greater than $|a|,|b|,|c|,|d|$. Then

$$
\begin{aligned}
|2 \mathbf{Z}(t) \cdot m \mathbf{Z}(t)| & \leqslant 2\left(|a| z_{1}^{2}+|b|\left|z_{1}\right|\left|z_{2}\right|+|c|\left|z_{2}\right|\left|z_{1}\right|+|d|\left|z_{2}\right|^{2}\right) \\
& \leqslant 2 K\left(\left|z_{1}\right|^{2}+2\left|z_{1}\right|\left|z_{2}\right|+\left|z_{2}\right|^{2}\right) .
\end{aligned}
$$

Also,

$$
2\left|z_{1}\right|\left|z_{2}\right| \leqslant\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}
$$

So

$$
\begin{aligned}
|2 \mathbf{Z}(t) \cdot m \mathbf{Z}(t)| & \leqslant 2 K\left(2\left|z_{1}\right|^{2}+2\left|z_{2}\right|^{2}\right)=4 K\left(\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}\right) \\
& =4 K|\mathbf{Z}|^{2}=4 K f(t) .
\end{aligned}
$$

By (29), setting $M=4 K$, this gives

$$
\begin{equation*}
\frac{d f}{d t}(t) \leqslant M f(t) . \tag{30}
\end{equation*}
$$

Consider the derivative

$$
\frac{d}{d t}\left(\frac{f(t)}{e^{M t}}\right)=\frac{e^{M t}(d f / d t)-f(t) M e^{M(t)}}{e^{2 M t}}=\frac{(d f / d t)-M f(t)}{e^{M t}}
$$

By (30), the numerator of the right-hand term $\leqslant 0$ for all $t$. So

$$
\frac{d}{d t}\left(\frac{f(t)}{e^{M t}}\right) \leqslant 0
$$

so $f(t) / e^{M t}$ is a decreasing function of $t$. Also, $f(t) / e^{M t} \geqslant 0$ and $=0$ at $t=0$. But a decreasing function of $t$, defined on $t \geqslant 0$ which is $\geqslant 0$ for all $t$ and $=0$ at $t=0$, is identically 0 .

So $f(t) / e^{M t}=0$ for all $t$. Thus $|\mathbf{Z}(t)|^{2}=f(t)=0$, and so $\mathbf{Z}(t)=0$, and so $\mathbf{X}(t)=\mathbf{Y}(t)$ for all $t$.

We have proved:
Uniqueness Property. The only solution of the problem considered in Theorem 8.2 is $\mathbf{X}(t)=(\exp (t m))\left(\mathbf{X}_{0}\right)$.

## §3. Three-Dimensional Differential Systems

Just as in the case of two-dimensional matrices, we can define polynomials in a $3 \times 3$ (or an $n \times n$ ) matrix, and we can take a limit to form the exponential of a matrix.

Example 12. If $m$ is the $3 \times 3$ diagonal matrix with diagonal entries $a, b$, $c$, then $m^{n}$ is the diagonal matrix with diagonal entries $a^{n}, b^{n}, c^{n}$ and $\exp (m)$ is the diagonal matrix with diagonal entries $\exp (a), \exp (b)$, and $\exp (c)$.

Example 13. If $m$ is a $3 \times 3$ upper triangular matrix, with 0 on the diagonal or below, then $m^{2}$ has 0 except in the upper-right-hand corner, and $m^{3}=0$. Thus, $\exp (m)=I+m+m^{2} / 2$.
As in the two-dimensional case, the calculation of polynomials and of exponentials of a matrix is greatly simplified if the matrix is diagonalized. If $A$ is a linear transformation from $\mathbb{R}^{3}$ to $\mathbb{R}^{3}$ with three distinct eigenvalues $t_{1}, t_{2}, t_{3}$, then $A=P D P^{-1}$ for some invertible matrix $P$ with columns given by the eigenvectors corresponding to the eigenvalues which are the diagonal entries of the diagonal matrix $D$. Then, $[m(A)]^{n}=$ $m(P)[m(D)]^{n} m\left(P^{-1}\right)$ for all positive integers $n$, so $\exp (m(A))=$ $m(P) m(\exp (D)) m\left(P^{-1}\right)$.

The same method enables us to calculate the exponential of any matrix representing a transformation $A$, such that $\mathbb{R}^{3}$ has a basis consisting of eigenvectors of $A$.
In the case of a vector function $\mathbf{X}(t)$ in $\mathbb{R}^{3}$, we may solve the differential system $d \mathbf{X} / d t=m \mathbf{X}(t)$ just as we did in the two-dimensional case. If the initial condition is $\mathbf{X}(0)=\mathbf{X}_{0}$, then the solution of the system is $\mathbf{X}(t)=$ $(\exp (t m))\left(\mathbf{X}_{0}\right)$. The method of proof used in the two-dimensional case can be used to show that this solution is unique.

Example 14. The third-order ordinary differential equation $x^{\prime \prime \prime}(t)+a x^{\prime \prime}(t)$ $+b x^{\prime}(t)+c x(t)=0$ can be expressed as a system of three first-order
equations by setting $y(t)=x^{\prime}(t)$ and $z(t)=x^{\prime \prime}(t)$. The single equation is equivalent to the system

$$
\begin{aligned}
& x^{\prime}(t)=y(t) \\
& y^{\prime}(t)=z(t) \\
& z^{\prime}(t)=-c x(t)-b y(t)-a z(t)
\end{aligned}
$$

This allows us to solve a third-order differential equation by solving a differential system.

## CHAPTER 8.1

## Least Squares Approximation

We consider two variable quantities $x$ and $y$. We make $n$ simultaneous measurements of both quantities and obtain $n$ pairs of values: $x_{1}, y_{1}, x_{2}$, $y_{2}, \ldots, x_{n}, y_{n}$, and we call the corresponding points $\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right)$ in the $x y$ plane the data points.
In certain situations, when we plot the data points on a piece of graph paper, we discover that they almost lie on a straight line.

This leads us to expect that there is a relation

$$
\begin{equation*}
y=a x+b \tag{1}
\end{equation*}
$$

between the two quantities, where $a$ and $b$ are certain constants. This relation may be exact in theory, but the data points $\left(x_{i}, y_{i}\right)$ fail to lie exactly on one straight line because of small errors of measurement. We now ask, what is the best choice of $a$ and $b$ to give the correct relation (1)?

We should choose the line $L$ with equation $y=a x+b$ in such a way that the total "deviation" of the points $\left(x_{i}, y_{i}\right)$ from $L$ is as small as possible. Let us fix a line $y=m x+b$ and let $\left(x_{j}, z_{j}\right)$ be the point on this line with $x$ coordinate $x_{j}$, so that $z_{j}=m x_{j}+b, j=1, \ldots, n$.
Two possible measures of the deviation of the data points from $L$ are the sums

$$
\sum_{j=1}^{n}\left|y_{j}-z_{j}\right| \quad \text { and } \quad \sum_{j=1}^{n}\left|y_{j} \dot{-} z_{j}\right|^{2} .
$$

It turns out that the second expression is easier to deal with. So we define the deviation of the data points from the line $L$ by

$$
\begin{equation*}
D(m, b)=\sum_{j=1}^{n}\left|y_{j}-z_{j}\right|^{2}=\sum_{j=1}^{n}\left(y_{j}-\left(m x_{j}+b\right)\right)^{2} . \tag{2}
\end{equation*}
$$
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We wish to minimize $D(m, b)$, i.e., to find scalars $\bar{m}, \bar{b}$ such that $D(\bar{m}, \bar{b})$ $\leqslant D(m, b)$ for all $m, b$. The line

$$
\bar{L}: y=\bar{m} x+\bar{b}
$$

then is the line of least deviation for our data points. We may use the line $\bar{L}$ to predict the results of future measurements of the quantities $x$ and $y$.

We may interpret the expression $D(m, b)$ geometrically. Let

$$
\mathbf{X}=\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right), \quad \mathbf{Y}=\left(\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{n}
\end{array}\right), \quad \mathbf{1}=\left(\begin{array}{c}
1 \\
1 \\
\vdots \\
1
\end{array}\right]
$$

Then $\mathbf{X}, \mathbf{Y}, 1$ are vectors in $\mathbb{R}^{n}$ and the squared length

$$
|\mathbf{Y}-(m \mathbf{X}+b 1)|^{2}=\sum_{i=1}^{n}\left(y_{i}-\left(m x_{i}+b\right)\right)^{2}
$$

So

$$
|\mathbf{Y}-(m \mathbf{X}+b 1)|^{2}=D(m, b) .
$$

The totality of all vectors $m \mathbf{X}+b 1$ in $\mathbb{R}^{n}$ with $m, b$ in $\mathbb{R}$ is a 2-dimensional subspace of $\mathbb{R}^{n}$, which we denote by $\Pi$. The pair of vectors $\mathbf{X}, \mathbf{1}$ is a basis of $\Pi$.

If $\bar{m}, \bar{b}$ are the scalars that minimize the deviation $D$, then the distance from $\mathbf{Y}$ to $\bar{m} \mathbf{X}+\bar{b} 1$ is smaller than the distance from $\mathbf{Y}$ to any other point $m \mathbf{X}+b 1$ in $\Pi$. So $\bar{m} \mathbf{X}+\bar{b} 1$ is the nearest point to $\mathbf{Y}$ in $\Pi$. It follows that $\mathbf{Y}-(\bar{m} \mathbf{X}+\bar{b} \mathbf{1})$ is perpendicular to $\Pi$. In particular, then, we have

$$
(\mathbf{Y}-(\bar{m} \mathbf{X}+\bar{b} \mathbf{1}), \mathbf{X})=0
$$

and

$$
(\mathbf{Y}-(\bar{m} \mathbf{X}+\bar{b} \mathbf{1}), \mathbf{1})=0
$$
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So we have

$$
\left\{\begin{array}{l}
(\mathbf{Y}, \mathbf{X})=\bar{m}(\mathbf{X}, \mathbf{X})+\bar{b}(\mathbf{1}, \mathbf{X})  \tag{3}\\
(\mathbf{Y}, \mathbf{1})=\bar{m}(\mathbf{X}, \mathbf{1})+\bar{b}(\mathbf{1}, \mathbf{1})
\end{array}\right.
$$

We now solve the system (3).

$$
\begin{aligned}
& (\mathbf{X}, \mathbf{1})(\mathbf{Y}, \mathbf{X})=\bar{m}(\mathbf{X}, \mathbf{1})(\mathbf{X}, \mathbf{X})+\bar{b}(\mathbf{X}, \mathbf{1})(\mathbf{1}, \mathbf{X}) \\
& (\mathbf{X}, \mathbf{X})(\mathbf{Y}, \mathbf{1})=\bar{m}(\mathbf{X}, \mathbf{X})(\mathbf{X}, \mathbf{1})+\bar{b}(\mathbf{X}, \mathbf{X})(\mathbf{1}, \mathbf{1})
\end{aligned}
$$

So

$$
\begin{equation*}
\frac{(\mathbf{X}, \mathbf{1})(\mathbf{Y}, \mathbf{X})-(\mathbf{X}, \mathbf{X})(\mathbf{Y}, \mathbf{1})}{(\mathbf{X}, \mathbf{1})^{2}-(\mathbf{X}, \mathbf{X})(\mathbf{1}, \mathbf{1})}=\bar{b} \tag{4a}
\end{equation*}
$$

Also,

$$
\begin{aligned}
& (\mathbf{1}, \mathbf{1})(\mathbf{Y}, \mathbf{X})=\bar{m}(\mathbf{1}, \mathbf{1})(\mathbf{X}, \mathbf{X})+\bar{b}(\mathbf{1}, \mathbf{1})(\mathbf{1}, \mathbf{X}), \\
& (\mathbf{1}, \mathbf{X})(\mathbf{Y}, \mathbf{1})=\bar{m}(\mathbf{1}, \mathbf{X})(\mathbf{X}, \mathbf{1})+\bar{b}(\mathbf{1}, \mathbf{X})(\mathbf{1}, \mathbf{1})
\end{aligned}
$$

So

$$
\begin{equation*}
\frac{(\mathbf{1}, \mathbf{1})(\mathbf{Y}, \mathbf{X})-(\mathbf{1}, \mathbf{X})(\mathbf{Y}, \mathbf{1})}{(\mathbf{1}, \mathbf{1})(\mathbf{X}, \mathbf{X})-(\mathbf{1}, \mathbf{X})(\mathbf{X}, \mathbf{1})}=\bar{m} . \tag{4b}
\end{equation*}
$$

Expressed in terms of $x_{i}, y_{i}$, this gives

$$
\begin{align*}
\bar{b} & =\frac{\left(\sum x_{i}\right)\left(\sum x_{i} y_{i}\right)-\left(\sum x_{i}^{2}\right)\left(\sum y_{i}\right)}{\left(\sum x_{i}\right)^{2}-n\left(\sum x_{i}^{2}\right)}  \tag{5a}\\
\bar{m} & =\frac{n \sum x_{i} y_{i}-\left(\sum x_{i}\right)\left(\sum y_{i}\right)}{n\left(\sum x_{i}^{2}\right)-\left(\sum x_{i}\right)^{2}} \tag{5b}
\end{align*}
$$

Here, each sum is taken from $i=1$ to $i=n$. Finally, the line $\bar{L}$, which gives the least deviation from our data points, is given by:

$$
\bar{L}: y=\bar{m} x+\bar{b},
$$

where $\bar{m}, \bar{b}$ are given by (5a) and (5b).
Exercise 1. Find an equation for the line of least deviation for the data points: $\left(x_{1}, y_{1}\right)=(1,1),\left(x_{2}, y_{2}\right)=(2,2)\left(x_{3}, y_{3}\right)=(3,4)$.

Exercise 2. The weight (in ounces) $w$ and the age (in months) $t$ of lobsters from a certain area are believed to be approximately related by the formula: $w=m t+b$, where $m$ and $b$ are certain constants. Lobsters are caught and $t$ and $w$ are determined, giving

$$
\begin{array}{llll}
t=4, & w=7 & t=16, & w=11 \\
t=8, & w=9 & t=18, & w=11
\end{array}
$$

(a) Find the straight line of least deviation for these data points.
(b) Predict the weight of a two-year-old lobster.

Exercise 3. Let $\left(x_{1}, y_{1}\right), \ldots,\left(x_{n} y_{n}\right)$ be $n$ data points, such that

$$
\sum_{i=1}^{n} x_{i}=0 \quad \text { and } \quad \sum_{i=1}^{n} y_{i}=0 .
$$

Show that the line $\bar{L}$ of least deviation passes through the origin, and find its slope.

Exercise 4. Let $\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right)$ be $n$ arbitrary data points. Put

$$
\bar{x}=(1 / n) \sum_{i=1}^{n} x_{i}, \bar{y}=(1 / n) \sum_{i=1}^{n} y_{i}
$$

Show that the line $\bar{L}$ of least deviation for these data points passes through the point ( $\bar{x}, \bar{y}$ ).

## CHAPTER 8.2

## Curvature of Function Graphs

One of the nicest applications of linear algebra to geometry comes in the study of total curvature of graphs of functions of two variables. We shall see how a very natural construction leads to a self-adjoint linear transformation, the eigenvalues and eigenvectors of which have particular geometric significance.

Consider a function $f(x, y)$ of two variables, and consider its graph in three-dimensional space. This graph is a surface with equation: $z=f(x, y)$. We will assume that $f(0,0)=0$, so the graph goes through the origin. We can always arrange this by translating the graph in a vertical direction. Furthermore, we will assume that the tangent plane to the graph at the origin is the horizontal plane, so the partial derivatives $f_{x}(0,0)$ and $f_{y}(0,0)$ are both zero. In order to investigate the way in which the graph is curved in a neighborhood of the origin, we may consider slices of the graph by vertical planes through the origin.

One such plane is the $x-z$ coordinate plane with equation: $y=0$. The portion of the graph lying in this plane is the curve of points $(x, 0, f(x, 0))$. We may determine whether this curve is concave up or concave down by computing the second derivative $f_{x x}(x, 0)$. If this value is positive for $x=0$, the curve is concave upwards at the origin, and if it is negative, concave downwards. Similarly, the portion of the surface lying in the $y-z$ coordinate plane is given by putting $x=0$, so we get a curve of points $(0, y, f(0, y))$, which is concave up or down depending on whether the second derivative $f_{y y}(0, y)$ is positive or negative at 0 .

For example, if $f(x, y)=a x^{2}+b y^{2}$, then $f_{x x}(0,0)=2 a$ and $f_{y y}(0,0)=$ $2 b$, so these slice curves are concave up or down in a neighborhood of the origin depending on whether $a$ and $b$ are positive or negative.

It may happen that this way of determining the shape of the surface is
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inconclusive, for example, if $f(x, y)=2 x y$, then $f(x, 0)=0$ and $f(0, y)=0$, so $f_{x x}(x, 0)=0$ and $f_{y y}(0, y)=0$, for all $x$ and $y$. However, in this case, the slice over the line $x=y$ is a parabola pointing up, since $f(x, x)=x^{2}$, while over the line $x=-y$, the slice curve is a parabola pointing down, since $f(x,-x)=-x^{2}$. This surface is shown in Figure 8.7.

How much information do we need in order to determine the shape of the surface? To answer this question, we first recall the formula for the curvature of the curve: $z=z(t)$ in the plane. The curvature is defined to be $z^{\prime \prime}(t) /\left(1+z^{\prime}(t)^{2}\right)^{3 / 2}$ so at $t=0$, this curvature is $z^{\prime \prime}(0) /\left(1+z^{\prime}(0)^{2}\right)^{3 / 2}=z^{\prime \prime}(0)$, provided that $z^{\prime}(0)=0$.

Returning to our graph $z=f(x, y)$, we now consider the slice curve above the line $x=t \cos \phi, y=t \sin \phi$, with slope $\tan \phi$. Here $\phi$ is a fixed angle, and $t$ is the variable parameter. The $z$ coordinate $z(t)=f(t \cos \phi$, $t \sin \phi)$, and so, by the chain rule, $z^{\prime}(t)=f_{x}(t \cos \phi, t \sin \phi) \cos \phi+$ $f_{y}(t \cos \phi, t \sin \phi) \sin \phi$. Note that $z^{\prime}(0)=0$, since $f_{x}(0,0)=0=f_{y}(0,0)$. Then $\quad z^{\prime \prime}(t)=f_{x x}(t \cos \phi, t \sin \phi) \cos ^{2} \phi+2 f_{x y}(t \cos \phi, t \sin \phi) \cos \phi \sin \phi+$ $f_{y y}(t \cos \phi, t \sin \phi) \sin ^{2} \phi$. So we have

$$
\begin{equation*}
z^{\prime \prime}(0)=f_{x x}(0,0) \cos ^{2} \phi+2 f_{x y}(0,0) \cos \phi \sin \phi+f_{y y}(0,0) \sin ^{2} \phi \tag{1}
\end{equation*}
$$

Thus it is that the curvature of the slice above the line with slope $\tan \phi$ is a quadratic expression in $\cos \phi$ and $\sin \phi$, with coefficients that are partial derivatives of the function $f(x, y)$ evaluated at the origin.
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Definition. The normal curvature of the graph $z=f(x, y)$ in the direction $\phi$ is the curvature of the slice curve over the line with slope $\tan \phi$ at the origin. It is denoted $k(\phi)$.

The normal curvature $k(\phi)=z^{\prime \prime}(0)$ and, hence, is given by formula (1). We can get a geometrically more enlightening formula for $k(\phi)$ as follows:

We denote by $\Pi$ the $x y$ plane, $z=0$, and on this plane we consider the linear transformation $A$ with matrix

$$
\left(\begin{array}{ll}
f_{x x}(0,0) & f_{x y}(0,0) \\
f_{x y}(0,0) & f_{y y}(0,0)
\end{array}\right)
$$

called the Hessian of $f$ at $(0,0)$. Fix an angle $\phi$ and denote by $\mathbf{X}$ the vector $\binom{\cos \phi}{\sin \phi}$ in $\Pi$. Then

$$
\begin{aligned}
\mathbf{A X} \cdot \mathbf{X} & =\left(\begin{array}{ll}
f_{x x}(0,0) & f_{x y}(0,0) \\
f_{x y}(0,0) & f_{y y}(0,0)
\end{array}\right)\binom{\cos \phi}{\sin \phi} \cdot\binom{\cos \phi}{\sin \phi} \\
& =f_{x x}(0,0) \cos ^{2} \phi+2 f_{x y}(0,0) \cos \phi \sin \phi+f_{y y}(0,0) \sin ^{2} \phi
\end{aligned}
$$

By (1) it follows that

$$
\begin{equation*}
A \mathbf{X} \cdot \mathbf{X}=k(\phi) \tag{2}
\end{equation*}
$$



Figure 8.8

Now the matrix of $A$ is symmetric, so by the results in Chapter 2.6, $A$ has unit eigenvectors $\mathbf{X}_{1}, \mathbf{X}_{2}$ in $\Pi$ with $\mathbf{X}_{1} \cdot \mathbf{X}_{2}=0$. Denoting the corresponding eigenvalues by $k_{1}, k_{2}$, then,

$$
A \mathbf{X}_{1}=k_{1} \mathbf{X}_{1} \quad \text { and } \quad A \mathbf{X}_{2}=k_{2} \mathbf{X}_{2} .
$$

We choose the indices so that $k_{1} \geqslant k_{2}$.
Now let $\mathbf{X}=(\cos \phi, \sin \phi)$ be a unit vector in $\Pi$ and let $\theta$ denote the angle measured counterclockwise in $\Pi$, from $X_{1}$ to $X$.

Then $\quad \mathbf{X}=(\cos \theta) \mathbf{X}_{1}+(\sin \theta) \mathbf{X}_{2}$, and $\quad$ so, $\quad A \mathbf{X} \cdot \mathbf{X}=\left((\cos \theta) k_{1} \mathbf{X}_{1}+\right.$ $\left.(\sin \theta) k_{2} \mathbf{X}_{2}\right) \cdot\left((\cos \theta) \mathbf{X}_{1}+(\sin \theta) \mathbf{X}_{2}\right)$, or $A \mathbf{X} \cdot \mathbf{X}=\cos ^{2} \theta k_{1}+\sin ^{2} \theta k_{2}$. Formula (2) leads to Euler's formula:

$$
\begin{equation*}
k(\phi)=\left(\cos ^{2} \theta\right) k_{1}+\left(\sin ^{2} \theta\right) k_{2} . \tag{3}
\end{equation*}
$$

We choose the angle $\theta_{0}$ so that $\mathbf{X}_{1}=\left(\cos \theta_{0}, \sin \theta_{0}\right)$. Then $\phi=\theta_{0}+\theta$.
When $\theta=0$, and so $\phi=\theta_{0}$, then $k(\phi)=k_{1}$ and when $\theta=\frac{\pi}{2}$ and so $\phi=\theta_{0}+\frac{\pi}{2}$, then $k(\phi)=k_{2}$ (see Figure 8.9).

Exercise 1. Show that the normal curvature always lies between the values $k_{2}$ and $k_{1}$, that is, that

$$
k_{2} \leqslant k(\phi) \leqslant k_{1} \quad \text { for all } \phi .
$$

The two extreme normal curvatures $k_{1}$ and $k_{2}$ are called the principal curvatures and the corresponding directions: $\phi=\theta_{0}$ and $\phi=\theta_{0}+\frac{\pi}{2}$ are called the principal directions of the surface $z=f(x, y)$ at the origin. The principal directions, thus, lie along the eigenvectors $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$.

Note: If $k_{1}=k_{2}$, then all vectors $\mathbf{X}$ in the tangent plane are eigenvectors.
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Example 1. Let $\sum$ denote the cylinder: $x^{2}+(z-1)^{2}=1$ with axis along the $y$ axis and radius $1 . \sum$ passes through the origin and its tangent plane at the origin is the horizontal plane. We shall calculate the principal directions and the principal curvatures for $\sum$ at $(0,0,0)$. We write $\sum$, near the origin, as the graph

$$
z=1-\sqrt{1-x^{2}}=f(x, y)
$$

Then $f_{y y}=f_{x y}=0$, and $f_{x}=\frac{x}{\sqrt{1-x^{2}}}$. So $f_{x}=f_{y}=0$ at $(0,0)$. Also

$$
f_{x x}=\frac{1}{\left(1-x^{2}\right)^{3 / 2}}
$$

so $f_{x x}(0,0)=1$. So

$$
\left(\begin{array}{ll}
f_{x x}(0,0) & f_{x y}(0,0) \\
f_{x y}(0,0) & f_{y y}(0,0)
\end{array}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)
$$

The eigenvalues of this matrix are 0 and 1 , so $k_{1}=1$ and $k_{2}=0$. The corresponding eigenvectors are $(0,1)$ for $k_{2}$ and $(1,0)$, for $k_{1}$. Thus the principal directions in this case are along the coordinate axes.

Exercise 2. Find the normal curvature $k(\phi)$ in Example 1 when $\phi=\frac{\pi}{4}$ and sketch the corresponding slice curve.

Exercise 3. Let $\sum$ be the sphere: $x^{2}+y^{2}+(z-a)^{2}=a^{2}$.
(a) Find the principal curvatures of $\sum$ at the origin.
(b) Calculate $k(\phi)$ for an arbitrary angle $\phi$.

Exercise 4. Let $\sum$ be the surface: $z=(\sin x)(\sin y)$. Find the principal curvatures and the principal directions for $\sum$ at the origin.

## Index

Addition
of matrices, 44, 122
of transformations, 44, 122
of vectors, $98,208,230$
Additive identity, 7
Additive inverse, 5, 7
Algebra of vectors, 3
Area of a parallelogram, 21, 66, 108
Associative law, 7
for dot product, 12
for matrices, 43
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for vectors, 7

Basis, 240
Basis vectors, 5, 99, 198, 238
Bilinear, 253

Cauchy-Schwarz inequality, 202
Centroid, 200
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Commutative law
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for dot product, 12
Commuting transformation, 41
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Conic sections, 85
Coordinate, 3, 98
Coordinate axis, 5, 99, 198
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Ellipse, 95
Ellipsoid, 203
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Euler's formula, 299
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First-order differential equation, 286
Function space, 253
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Hessian, 298
Homogeneous system, 57, 148, 218, 245
Hyperbola, 95
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Hyperboloid, 203
Hypercube, the, 212
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transformation, 30
Image
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Inhomogeneous system, 226, 245
Initial condition, 276
Inner product, 253
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Isometry, 69, 171

Law of cosines, 17, 103, 202
Least squares approximation, 291

Length, 200, 253
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Line along a vector, 4,209
Linear
dependence, 101, 238
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transformation, 30, 113, 213, 243
Linear combination, 101
Linearly dependent, 8, 101, 237
Linearly independent, 101, 237

Mathematical induction, 257
Matrix, 30, 117, 213
relative to a basis, 247
Midpoint, 10, 210
Multiplication, scalar, 4, 98, 205, 230

Negatively oriented, 61, 158
Negative of a vector, 5
Nonhomogeneous system, 148
Normal curvature, 298

One-to-one, 243
Onto, 243
Orientation
of a pair of vectors, 61
of a triplet of vectors, 158
Orthogonal decomposition, 260
Orthogonal matrix, 177, 272
Orthogonal projection, 262
Orthogonal vectors, 17, 253
Orthonormal basis, 255
Orthonormal set, 203

Parallelogram, 7, 37
Parameter, 9
Parametric representation, 9
Partial fractions decomposition, 233
Permutation, 46
Permutation matrix, 46, 128
Perpendicular, 17
Polar angle, 10
Polar form of a vector, 11
Polynomials, 236
Positive definite, 96

Positively oriented, 61, 158
Power of a matrix, 87
Preserving angle, 72
Preserving orientation, 63, 159
Principal curvatures, 299
Principal directions, 299
Product of matrices, 42, 125
Product of transformations, 39, 124
Projection
to a coordinate axis, 14
to a hyperplane, 205
to a line, 18, 103, 126, 205
to a plane, 104, 127
Pythagorean Theorem, 10, 102, 122

Quadratic form, 89, 269
Quadric surface, 202

Range of a transformation, 113, 205, 243
Reciprocal, 50
Reflection, 23, 113, 205
Regular simplex, 201
Reversing orientation, 65
Rotation, 25, 115
about an axis, 172
in a plane, 207
Row vectors, 137, 246

Scalar, 4, 98
Scalar multiplication, 4, 98, 208, 230
Second-order differential equation, 286
Self-adjoint transformation, 263
Shear matrix, 129
Simplex, four-dimensional, 212
Solution of an inhomogeneous system, 244

Solutions of differential systems, 282
Spectral Theorem, 182, 265
Standard basis, 239
Stretching, 25, 115
Subspace, 221, 235
Sum
of matrices, 44, 123
of transformations, 44, 122
Symmetric matrix, 79, 178, 263
Systems
of differential equations, 274
of linear equations, 57, 147, 220

Transformation, 23, 113, 205
Translate of a subspace, 231
Transpose of a matrix, 154, 263
Trigonometric sums, 236
Trivial solution, 57, 148

Uniqueness
of inverses, 53, 136
of solutions, 148, 229, 287
Unit
circle, 10
sphere, 112, 200
vector, $10,112,200$

Vector, 1, 3, 98, 197
Vector space, 235
Vector-valued function, 98
Volume of a parallelepiped, 111, 161

Zero transformation, 31, 115
Zero vector, 4
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